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This file contains all homeworks for MA4207.

Assignments for Week 2

Homework 2.1

Cantor’s function =,y — (r+y) - (r +y+ 1)/2 + y is a bijection from N x N onto N.
Construct a bijection from Z x Z onto Z.

Homework 2.2
Prove that there is no set X such that its powerset {Y : Y C X} has five elements.

Homework 2.3

Show that a power set has always more elements than the given set, that is, fill out
the missing details at the following proof-sketch. Recall that Card(A) < Card(B) iff
there is a one-one function from A to B and show that Card(P(A)) £ Card(A).

Proof-Sketch: The ) has 0 and P(()) has one element, namely (), hence one cannot have
a one-one mapping from P((})) to . Now assume that A is not empty and f : A — P(A)
is a function. Show that there is a set B C A which is not in the range of f. Then
consider any function g : P(A) — A and prove that this function cannot be one-one, as
otherwise a surjective f from A to P(A) would exist. Hence Card(IP(A)) £ Card(A).

Homework 2.4

Use Homework 2.3 to prove that there is no set X such that Card(P(X)) = Ro. The
fact that every set X is either finite or satisfies Ny < Card(X) can be used in the
proof.

Homework 2.5

Determine the cardinality of the set {X C Y : Card(X) = 3} for each of the following
sets Y: (a) Y = {0,1}; (b) Y = {0,1,2,3,4}; (¢) Y = {0,1,2,3,4,5,6,7,8,9,10};
(d) Y =N.

Homework 2.6
Consider the set D = {q : ¢ is a rational number with 0 < ¢ < 1 such that its
denominator is a power of 2}. Construct a bijection from N to D explicitly.

Homework 2.7

A set X is well-ordered iff every non-empty subset Y C X contains a minimal element,
that is, an element z € Y with z < u for all w € Y — {z}. A set X is strongly well-
ordered iff every non-empty subset Y C X contains a minimal element and a maximal
element. Determine for which cardinals x there is a strongly well-ordered set X with

Card(X) = &.

Homework 2.8
Consider the following sets X and Y and show that they satisfy Card(X) = Card(Y')
by constructing explicitly a bijection ¢ from X to Y. Here

X = {f:dom(f)=N and ran(f) C N} and



Y = {f:dom(f) =N and ran(f) C N and Vn[f(n) < f(n+ 1)]}

and one has to define which function g(f) is for each f € X.

Homework 2.9
Use the Theorem of Schréder and Bernstein to show that the following two sets V/
and W have the same cardinality:

V = {f:dom(f) =N and ran(f) = N} and
W = P(N).

Homework 2.10

Which of the following sets is a function is a valid pair-function on the natural num-
bers: Note that a valid pair-function must satisfy for all a, b, ¢, d € N that (a, b) = (c, d)
iff a = ¢ and b = d. Furthermore, say which of these functions is a bijection from
N x N to N. The candidate functions are the following ones:

1. a,brs 2. 3%

2. a,b (a+b)*+ b3

3. a,b— (a+0)*— (a—b)%

4. a,b— (04+14+2+...+ (a+Db)) +a;
5. a,b— 270 +b.

6. a,br 20@FD G+ 4

Homework 2.11

Consider the set D = {q : ¢ is a rational number with 0 < ¢ < 1 such that its
denominator is of the form 2’ - 37 for some 7, j € N}. Construct a bijection from N to
D explicitly.

Homework 2.12
Let fo, f1,... be a sequence of functions from N to N. Construct a function g which

dominates all these functions, that is, which satisfies for each f; that 9xr € NVy € N
[l +y) < gl +y)].

Homework 2.13

Can a corresponding result also be proven for the set M of all finite and countable
ordinals? Here note that any countable set of members of M has an upper bound in
M. So the question is now whether for a sequence f; of functions from M to M with
k running over all members of M, whether there is a function g from M to M such
that g(z) > fi(z) for all £ < z. Such a function would dominate all fj.

Homework 2.14
Recall that two ordinals x,y with < y satisfy that x € y when y is viewed as a set.
Furthermore, note that for all sets z,y, if € y then y ¢ x. Use these to prove that
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ordinals are linearly ordered and that the ordering < on the ordinals coincides with
the element-relation €.

Homework 2.15

An ordered set (X, <) is called well-ordered iff every nonempty subset of it has a
mimimum. Use Zorn’s Lemma to prove that every set X of ordinals is well-ordered.
For this, consider the mapping f : 2 — {y € X : y > x} and show that for each
nonempty subset Z of X the range Y of f on Z has a maximal element f(u) for some
u € Z. Then show that this u is a mimimum of Z.

Homework 2.16

Let M be the set of at most countable ordinals from Homework 2.13. Consider all
functions of the form f: M — M with z <y — f(y) < f(z) for all z,y € M. What
is the cardinal of this function set. For this result, one can use that in well-ordered
sets, every strictly descending sequence is finite and that all sets of ordinals are well-
ordered by the natural ordering on the ordinals.

Homework 2.17

Let H be all ordinals whose cardinal is strictly below N,. Prove that there is a
countable set of ordinals in H such that this set has no common upper bound in H.
For proving this, use that the cardinal R, is a limit of the cardinals N, with £ € N.

Homework 2.18

There is an operation called ordinal addition such that for all ordinals z,y, z with
r <y < z it holds that z + 2 < z +y. Here it is important that z comes first, as for
ordinal addition, the order matters and 0 +w = 14 w. Write these two statements in
first-order logic with variables quantifying over ordinals and + referring to the ordinal
addition and <, = meaning the less than and equal relation on ordinals.

Homework 2.19

Use this fact to prove the following statements: There is a one-one mapping from the
set of finite ordinals into the set of countable ordinals where w is the least countable
ordinal; furthermore, there is also a one-one mapping from the set of countable ordinals
into the set of all ordinals with cardinal N;.



Assignments for Week 3

Homework 3.1

Let f(n) be the maximum number of negation symbols in a well-formed formula which
does not contain any subformula of the form (—(—«)) and which contains at most n
atoms. Here (=(A4; V (=(A42 V (=A4;))))) has 3 atoms and n is 3, as repeated atoms
are counted again. Determine the value f(n) in dependence of n.

Homework 3.2
Prove by induction that a well-formed formula of length n contains less than n/3
connectives and at most (n + 3)/4 atoms.

Homework 3.3
Use the truth-table method to prove that the following formulas are equivalent:

o ((041)V (m42));
o (=(A1 N A));
) ((A1 V Ag) < (Al () AQ))

Homework 3.4
Use the truth-table method to check whether the following statement is correct:

{(A1V Ay), (Aa V A3), (A1 V A3)} E (A1 A Ag) V A3).

Homework 3.5
Use the truth-table method to check whether the following statement is correct:

{(Al — Ag), (AQ — Ag), (A3 — A4)} ): ((Al — Ag) N (AQ — A4))

Homework 3.6
Use the truth-table method to check whether the following statement is correct:

{(A1 = As), (A2 = A3), (A3 — Ay} = (A — Ay)
Homework 3.7
List out the truth-table for the formula (((A; & As) A (—A3)) & (A1 V A3)).

Homework 3.8
List out the truth-table for the formula ((A; & As) V ((A1 & A2) A (Ax & A3))).

Homework 3.9
Consider the following formulas:

¢1 = (((A1V Az) vV A3) A ((AgV As) V Ag));

b2 (((A1V Ag) A (A3 V Ag)) A (A5 V Ag));
¢35 = (((((A1® Ag) @ A3) © Ay) ® As) @ Ag).



There are 2° = 64 ways to assign the truth-values to the sentence symbols (or atoms)
Ay, ..., Ag. Determine for each of the formulas ¢1, @2, ¢3, how many of these assign-
ments make the formula true and how many of these assignments make the formula
false.

Homework 3.10
For the formulas from Homework 3.9, is the statement

{61, 02,03} = ((((AL A A2) A Az) A Ag) A As) A Ag)

true or false? Prove your answer.

Homework 3.11
For the formulas from Homework 3.9, is the statement

{61, 02,03} = (A1 V A2) V A3) V Ay) V As) V Ag)

true or false? Prove your answer.

Homework 3.12
Using the connectives V, A, —, <>, @, 7, construct a formula using atoms Ay, Ay, Az, Ay
which says that at least two and at most three of these atoms are true.

Homework 3.13
Using the connectives V, A\, —, construct a formula using atoms Ay, Ao, Az, Ay, A5, Ag
which says that either all six atoms are false or all six atoms are true.

Homework 3.14

Use the truth-table method to prove the associativity of <+, that is, prove that (A; <
(Ag <> A3)) and ((A; «> As) <> A3z) are the same. Furthermore, check whether there
is a truth-assignment v with 7((A; <> (As <> A3))) =1 and v(A;) # v(A,).

Homework 3.15
Use the truth-table method to check whether (A; & (As® A3z)) and (A; <> (A2 <> A3))

are equivalent.

Homework 3.16

Make the truth-tables of A, @& and — for {0, u, 1 }-valued logic where the value u stands
for an unknown value of 0 and 1 and where the output u is taken iff one cannot derive
from the inputs what the output is. Note that two inputs u need not to represent the
same of 0 and 1.

Homework 3.17
Make the truth-tables of —, <+ and V for the {0, u, 1}-valued logic from 3.16.

Homework 3.18

Assume that B = {(} and D = {A : A C N} and consider infinitely many constructor
functions fr(A) = {k}U{z+k+1:2 € A} with k € N. What is C* in this set-up?
Are the constructor functions one-one and disjoint in range?



Assignments for Week 4

Homework 4.1

Let atom(¢) be the set of atoms used in ¢, so atom(((A; V Ag) A As)) = {A1, Ay} and
atom((0V 1)) = (. Let WFF be the set of well-formed formulas. Let

Cy={p e WFF :Yv|[if v(A) =1 for some A € atom(¢) then 7(¢) = 1]}.

For which of the connectives =, A, V, —, <>, @ is (' closed under the connective? Here
one says that C'is closed under the connective @ if all formulas ¢, € C satisfy that
(¢ @) € C. Similarly for other connectives.

Homework 4.2
Let atom(¢) and WFF be defined as in Homework 4.1. Let

Cy={p e WFF :Vv[if v(A) = 0 for at most one A € atom(¢) then 7(¢) = 1]}.

For which of the connectives —, A, V, —, <>, @ is (5 closed under the connective?

Homework 4.3

Let C3 = {¢p € WFF : every A € atom(¢) occurs in ¢ exactly once and 0,1 do not
occur in ¢}. Prove by induction that C3 does not contain any tautology and also
not contain any antitautology. Here a tautology is a formula which is always true
(independent of the choice of the truth-values of the atoms) and an antitautology is
a formula which is always false.

Homework 4.4

Define on W F'F' by recursion the functions atom (¢ — atom(¢)) and maxatom (¢ —
max {k : Ay € atom(¢)}), where the atoms A, A, ... can be used and max () = 0.
So mazatom((Ay V (A4 A As))) = 5 and mazatom((0 Vv 1)) = 0.

Homework 4.5
Define on W FF' by recursion the function numcon(¢) as the number of connectives
A, V, =, 4>, @ occurring in ¢. Furthermore define the function numneg(¢) as the
number of negations occurring in ¢. Determine the best-possible constants ¢, m,n
such that

|¢| < ¢ numcon(¢) + n - numneg(p) +m

for all WFF ¢.

Homework 4.6

Let Cg = {¢p € WFF : every A € atom(¢) occurs in ¢ exactly once}; note that
formulas in Cg might have occurrences of the constants 0 and 1. Define by recursion
a function F' from Cj into the rational numbers between 0 and 1 which returns for
each formula ¢ € Cg the truth-probability n/2™ where n is the number of rows in the
truth-table of ¢ evaluated to 1 and m is the number of atoms used in the formula so
that 2™ is the overall number of rows in the truth-table of ¢. For example, F(1) =1,



Homework 4.7

Let C7 = {¢ € WFF : ¢ can use the constants 0, 1 and the only connectives in ¢ are
A and V}. Prove by induction that a formula ¢ € C7 is a tautology iff 7(¢) = 1 for
the truth-assignment v with v(Ay) = 0 for all .

Homework 4.8

Let Cy = {¢ € WFF : ¢ can use the constants 0,1 and the only connectives in ¢ are
A and V}. Prove by induction that a formula ¢ € Cy is an antitautology iff 7(¢) = 0
for the truth-assignment v with v(Ag) = 1 for all k.

Homework 4.9

Let U be a finite set of atoms and Cy = {¢ € WFF : atom(¢) C U}. Prove that
there is a finite set I’ of formulas such that for every formula ¢ € Cy thereis a ) € F
with (¢ <> ¢) being a tautology.

Homework 4.10

The following formulas have brackets omitted according to the rule that the binding
strengths of the connectives is ordered as —, A, V, @, —, <>. Insert back the needed
brackets for getting a member of WFF.

1. A A—AyV Ay — Ay A\ —A;5;
2. AV —Ay AN—As & Ay — As:
3. —|—|A1 \/—|A2.

Homework 4.11
Is there a formula using the connectives & and — but no other connectives where the
value of the formula depends on the placement of brackets?

Homework 4.12

Let v(A;) = 1, v(Ay) = 1, v(A3) = 0. The below formulas are given in Polish
notation. Write them as WFF and evaluate them according to v:

1. m > ©A1 A As;
2. AV VA A Az A
3. ®NANA Ay N Ay As.
Homework 4.13
Write the following formula in Polish notation: —((A;V—A42)A(AaV—A3)A(AsV—A4y)).

Homework 4.14

Consider the formula ¢ in 9 atoms Ay, ..., Ag and consider the set S of all (4;BA;SAy)
with Az S {A17A27A3}7 Aj c {A4,A5,A6} and Ak S {A7,A8,A9}. Now let Cbl be
the conjunction of all formulas in S; that is, if S = {¢1,%s,...,9,} then ¢; =
Py APy A ... AN, when the brackets are omitted. Determine how many assignments
of these atoms make the formula true and how many make it false.



Homework 4.15

Let ¢ to be taken the disjunction of the formulas in set S from Homework 4.14. De-
termine how many assignments of these atoms make the formula true and how many
make it false.

Homework 4.16

The following formulas have brackets omitted according to the rule that the binding
strengths of the connectives is ordered as —, A, V,®, —, <>. Insert back the needed
brackets for getting a member of WFF and evaluate the formulas for the truth-
assignment v which sets all atoms to 1.

1. A1V_|A2/\A3HA4—>_|A5VJ43/\A6@A7;
2. A1—>A2—)A3—>A4—>_|A5;
3. m——A; © Ay @ As.

Homework 4.17. The following formulas have some brackets omitted. Insert them
back according to the rule that the binding strengths of the connectives is ordered as
=, A\, V, @, —, <. Evaluate them with A; =1, A, =0, A3=1, A, =0.

1. Al/\AQ@A3VA4,
2. _\(_\Al V _\Ag) /\Ag V A47
3. AAVA G A VA3 B AV A3 B A3 V Ay

Homework 4.18. The following formulas have some brackets omitted. Insert them
back according to the rule that the binding strengths of the connectives is ordered as
-, A\, V, @, —, <>. Reinsert the operators and either find an satisfying assignment or
prove that such does not exist.

1. Al /\_\A1 \/AQ/\_|A3\/Ag/\_\A2;
2. Ay N—As @ Ay N A3 As N A

Homework 4.19. The following formulas have some brackets omitted. Find a way
to reinsert brackets such that they become tautologies and explain why this works.

1. Al@_'Al/\AZ@_‘AQ;
2. Ay VANV A3 ®—ALV Ay V As;

3. _|A1 e AQEBAQ <~ Al‘



Assignments for Week 5

Homework 5.1

Consider six-valued logic with values {0.0,0.2,0.4,0.6,0.8,1.0} ordered in the same
way as rational numbers and define that x Ay is the minimum and zVy is the maximum
of the inputs; furthermore, =z is 1.0 — = (with the usual numerical operation). Now,
for any formula «, let min(a) = min{7(«a) : v is a six-valued truth-assignment of the
atoms}. Similarly one defines max(«). Which are the possible values which min(«)
and max(«) can take where a ranges over all formulas obtained by connecting atoms
using A, V, 7

Homework 5.2

If one uses the connectives A, V, =, @ for the six-valued logic from Homework 5.1 with
x @ y being defined as min{x + y,2 — x — y}, what are the possible values of min(«)
and max(«), which are defined as in Homework 5.1.

Homework 5.3

For the six-valued logic from Homework 5.1 and 5.2, say that two formulas «,
are equivalent iff they for all six-valued truth-assignments v to the atoms satisfy
7(a) = 7(B). Check whether the following equivalences of formulas hold in the six-
valued logic:

1. (Al VAN Ag) = (AQ /\Al);
2. (A1 A (AyV A3)) = (A1 AN Ag) V(A A A));
3. (A1 N (A A3)) = ((A1 A Ag) @ (A1 A A3)).

Homework 5.4

For the six-valued logic from Homework 5.1 and 5.2, let x <> y be calculated by
1 — max{z — y,y — x}. Using the equivalence definition from Homework 5.3, check
whether the following formulas are equivalent:

1. (A < Ay) = —(A) @ Ay);

2. (A; & Ay) = (A ® -A,);

3. (A1 NA) & (A V—Ay) = 1.0

4. ((A1 < Ag) < A3) = (A1 < (Ag < Ay)).

Homework 5.5
Construct a circuit for A; & Ay & Az with the gates A, V, —; these gates can have
multiple inputs.

Homework 5.6
Construct a circuit for A; & Ay & Az using nand and nor and not gates, which can
have multiple inputs.



Homework 5.7

Assume that a company uses only chips which output 0 when all inputs are 0 —
as all-0-inputs and outputs are considered as an “error-information” and every useful
information is coded by input-vectors which are not everywhere 0. Now a vendor offers
to produce the chips as specified using only “exclusive-or-gates” (@) and “inclusive-
or-gates” (V) at a very competitive price. The company boss finds it suspicious and
asks the company’s technician: Can this work? Provide the correct answer and prove
why it can work or why it cannot work.

Homework 5.8

Recall that maj(zx,y, z) is 1 iff at least two of the inputs z,y, z are 1. Let Cg consist of
all formulas which are atoms or which are formed from other formulas «, 5,y € Cg by
taking maj(a, 5,7) or ma. Prove by induction that each Boolean function B! formed
from an a € Cy satisfies B (21, ...,2,) = 2B?(-xy,...,x,) for z1,...,2, € {0,1}.

Homework 5.9
How many Boolean functions can be formed by using input variables x1, ..., z, and
the constants and connectives from {0, 1, A}.

Homework 5.10
How many Boolean functions can be formed using input variables 1, ..., z, and the
constants and connectives from {0, 1, -, @}.

Homework 5.11

Assume that a can use some of the atoms Ay,..., As, the truth-values 0 and 1 and
up to two connectives ¢. How many functions of the form B> can be formed using
such a?

Homework 5.12

Assume that o can use some of the atoms Ay, ..., Ay, the truth-values 0 and 1 and
at most one connective A and at most one connective V. How many functions of the
form B2 can be formed using such a?

Homework 5.13
Use as few of “and” (A) and “inclusive or” (V) as possible in order to make a formula
a with four atoms Aq, Ay, As, A4 such that the following conditions hold:

e If at least three of the atoms Ay, Ay, A3, A4 are true then « is true;
e If at most one of the atoms A, Ay, Az, A4 are true then « is false;

o If exactly two of the atoms A;, As, A3, A4 are true then there is no constraint
on which value «a takes.
Use the last condition in order to optimise the number of connectives in the formula.

Homework 5.14
Recall that maj(z,y, z) is 1 iff at least two of the inputs z,y,z are 1. Is there an
n € {1,2,3,4} for which the set {maj, B} 1,0 .4a4,} complete? For those n where
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it is incomplete, can it be made complete by adding the logical constants 0,1 to the
set of connectives? If so, which of these are needed?
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Assignments for Week 6

Homework 6.1

Which of the following statements are true? Prove your answers.

(a) {a,f} Fevd < {a, B} Ecor {a, 8} Ed.

(b) {0, 8} e Ad & {a, B8} k- c and {a, B} = d

(c){a,f} Ea® f < aApSis not satisfiable.

Here a formula « is satisfiable iff there is a choice of truth-values of the atoms such
that o becomes true.

Homework 6.2

Which of the following statements are true? Prove your answers.

(a) S E a < SU{a} is satisfiable.

(b) S = a < SU{—a} is not satisfiable.

(c) SEa— < SU{-a} = -p.

Here a set S of formulas is satisfiable iff there is a choice of truth-values of the atoms
such that all formulas in S are true.

Homework 6.3
Make an infinite set .S of formulas such that every subset of two formulas is satisfiable
but no subset of three or more formulas is.

Homework 6.4
Is the set {«»,—,®,0,1} of connectives and constants complete? Do the subsets
{<>,1} and {<»,0} have the same expressive power or less expressive power than
{<,—,®,0,1}7?

Homework 6.5

Make a formula in Aq, Ay, A3, Ay with as few of the connectives A and V as possible,
but which might use as many — as needed such that the following constraints are
satisfied: If none or all four of the atoms are 1 then the output is 0 and if one or three
of the atoms are 1 then the output is 1; there is no requirement on what happens if
exactly two atoms are 1. Use Enderton’s Square Method.

Homework 6.6

Make a formula in Aq, Ay, Az, Ay with as few of the connectives A and V as possible,
but which might use as many — as needed such that the following constraints are
satisfied: If none or three of the atoms are 1 then the output is 0 and if one or all
four of the atoms are 1 then the output is 1; there is no requirment on what happens
if exactly two atoms are 1. Use Enderton’s Square Method.

Homework 6.7

For switching circuits based on relays and with the possibility to use both normal and
negated inputs, construct a circuit which uses as few input-invocations as possible in
order to compute the majority-function in three variables.

Homework 6.8
Consider the three-valued fuzzy logic with truth-values from @ = {0,1/2,1}. Can the
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set of {A,V,—, @, <>, —} plus the three truth-values be used to generate all functions
from Q% — Q7

Homework 6.9

Consider fuzzy logic with truth-values from some finite () satisfying the constraints
from Chapter 1.5. Find a set containing only three connectives which is, together
with the truth-values, as powerful as the set {A,V,—, &, <>, —} with respect to the
ability to generate functions from Q? — Q.

Homework 6.10

Consider fuzzy logic with @ = {r € R : 0 < r < 1}. Provide some examples of
functions from @ to @ which are not equal to B! for some a generated by rational
truth-values and the connectives of fuzzy logic in Chapter 1.5.

Homework 6.11-6.13

Corollary 17A says that if S |= « then there is a finite subset S’ of S such that S = a.
This proof does not directly translate to fuzzy logic and indeed, if one defines S = «
in fuzzy logic in the wrong way, then it is false. For the following homeworks, consider
Q={reR:0<r<l}and S={¢g—A41:¢€Qand 0<¢g<1}and a = A;.

Homework 6.11

Assume that one defines S |= o as “All Q-valued truth-assignments v satisfy that if
7(p) =1 for all § € S then 7(a) = 1”7 and show that then S |= « but no finite subset
S" of S satisfies S’ |= a.

Homework 6.12

Assume that one defines S = « as “All Q-valued truth-assignments v and all € > 0
satisfy that there is § € S U {1} with 7(8) < 7(a) + £” and show that then S = «
but no finite subset S’ of S satisfies S’ = a.

Homework 6.13

Assume that one defines S | a as “All @-valued truth-assignments v and all g € @
satisfy that if 7(8) > ¢ for all 5§ € S then ¥(a) > ¢” and show that then S = « but
no finite subset S’ of S satisfies S’ = «.
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Assignments for Week 7

Homework 7.1

Recall that a set is recursively enumerable iff it is empty or is the range of a function
computed by an effective procedure (also called recursive function). Consider now
three X,Y, Z be effectively enumerable sets which all contain 0 and which are the
ranges of functions Fly, Fy, F'z which are given by effective procedures. Make recursive
functions G, H such that the range of G is X UY U Z and the range of H is (X N
YYUXNZ)U(YNZ)={u:uisin at least two of the sets X,Y, Z}.

Homework 7.2
Prove that the following set S is decidable: S is the set of all n such that there are
infinitely many natural numbers m for which both m and m + n are powers of 2.

Homework 7.3
Prove that the following set S is decidable: S contains all numbers = for which there
are infinitely many pairs y, z of prime numbers satisfying that y < z <y + x.

Homework 7.4

A binary tree T is a set of binary strings such that whenever o7 € T then o € T
(where o7 is the concatenation of o and 7). Konig’s Lemma says that every infinite
binary tree contains an infinite branch. Now let A, Ay,... be the atoms and let
S = {1, aq,...} be a set of formulas. Now let T" be a binary tree which on level n
contains all those o € {0, 1}" which satisfy for all formulas § € {ay,as,...,a,}, if no
atom Ay with k > n occurs in  then every v with v(Ay) = o(k) makes § true. Prove
the following: If T is infinite then 7" has an infinite branch and each infinite branch
defines a v with v |= S; if T is finite then there is a first level n on which 7" has no
nodes and {ay, o, ..., a,} is not satisfiable.

Homework 7.5
Let S = {a: «a is a well-formed formula and for all v, () = 1 iff more than a half
of the atoms Ay € atom(«) satisfy v(Ag) = 1}. Prove that S is decidable.

Homework 7.6

Let v be computed by an effective procedure mapping each k € N to the truth-value
assigned to atom A;. Let S = {a € WFF : U(a) = 1}. Which of the following
options is correct?

(a) S is decidable; (b) S is recursively enumerable but not decidable; (c¢) S is not
recursively enumerable.

Homework 7.7

Assume that you know that addition, subtraction and multiplication are effectively
computable. Use now recursion in one variable to show that (a) the integer division
n,m + max{k : k-m < n} and (b) n — (*') are effectively computable functions.
Note that the recursion can use case-distinctions; for example, the inductive definition
of the remainder f(a,b) of a by bis f(0,b) = 0 and if f(a,b)+1 < b then f(a+1,b) =
fla,b)+1else f(a+1,b) =0.
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Homework 7.8
Prove that if S is a satisfiable set of formulas then WEFF — S is not a satisfiable set
of formulas.

Homework 7.9

Assume that Si,5,,5; are satisfiable sets of formulas. What about the set T =
(S1 U S3) N (S7US3) N (S U S3)? Prove that T is satisfiable or give an example of
S1, 92,53 where the resulting 7' is not satisfiable.

Homework 7.10
Let S ={a e WFF : V(o) =1} for some v and T' = {a: (aV Ay), (aV (—4;)) € S}.
Is T satisfiable? Is S =17

Homework 7.11

Call a set S of formulas almost-zero-satisfiable (azs) iff there is a v with v(A;) = 0
for almost all atoms and 7(a) = 1 for all @ € S. Does the notion “azs” satisfy the
compactness theorem? That is, for any infinite set S C W F'F, if every finite subset
is almost-zero-satisfiable, is then S itself also almost-zero-satisfiable?

Homework 7.12

Are there infinite sets S, T of wif such that every finite subset T” of T' there is a finite
subset S of S such that S’ |= a for all @ € 7" but it does not hold that S |= T, that
is, there is some v which is true on all members of S but not all members of T

Homework 7.13
Assume that there are infinitely many logical atoms. Is there a set S of formulas such

that for all » mapping atoms to {0, 1}, v = S iff there are exactly three atoms A, B, C
with v(A) = 1,v(B) = 1,v(C) =17
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Assignments for Week 8

Homework 8.1

Let Ap(x) say “z is an apple”, Ba(x) say “z is a banana”, Cb(x) say “z is a cranberry”
and Cu(r) say “r is a currant”. Furthermore, let Ye(x) say “x is yellow”, Re(z) say
“r is red” and Bl(z) say “x is black”. Now translate the following English sentences
into logic:

1. There are yellow apples and red apples.
2. All bananas are yellow.
3. Cranberries are always red.

4. There are red currants and black currants and every currant has one of these
two colours.

Homework 8.2
Given the notation from Homework 8.1, translate the following formulas into normal
English language sentences:

Vo [Ap(z) = ~Ba(z)];
3z [Bl(x) A ~Ap(x) A —Ba(z)];
VaVy [Re(z) A Bl(y) — = # yl;
[

Vo 3y [(Cu(z) A Re(z)) — (Cu(y) A Bl(y))].

Homework 8.3
Assume that there is a set X of five fruits satisfying the following formulas.

Yz
Vz

[Ap(z) V Ba(z) v Cu(x)];
[(=Ap(z) A =Ba(x)) V (=Ap(x) A ~Cu(x)) V (=Ba(z) A =Cu(z))];
Vo [Bl(z)V Re(x) V Ye(x)];
Vo [(=Bl(z) A —Re(x)) V (=Bl(z) AN=Ye(z)) V (mRe(x) N —Ye(zx))];
Vo [Ap(z) = —Bl(x)];
[
[
[

Vo [Ba(x) — Ye(z)];
Vo [Cu(x) — =Ye(z)];
JuIvIw3xrJy [Re(u) Nv#wAYe(v)ANYe(w) Az #yA Bl(x) A Bl(y)].

Calculate the number of models (up to isomorphism) which satisfy these formulas
with five elements.

Homework 8.4

Use the formulas from Homework 8.3, but assume that X has 6 elements. Calculate
the number of models (up to isomorphism) which satisfy these formulas with six
elements.
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Homework 8.5

Use the formulas from Homework 8.3, but assume that X has at most 4 elements.
Calculate the number of models (up to isomorphism) which satisfy these formulas
with up to four elements.

Homework 8.6

Assume that equality is in the logical language, but no predicate or function. Make a
set S of formulas which says that the number of elements of a structure satisfying S
is either a prime number or infinite. This set .S is infinite.

Homework 8.7
Assume that a structure X with one function symbol f satisfies

Vo [f(x) # x A f(f(x)) = ]
What can be said about the number of elements in the base set X7

Homework 8.8

Make a formula using the language of natural numbers with addition and order which
says that there are infinitely many numbers which are not multiples of any of 2, 3 and
5. This formula should not use multiplication.

Homework 8.9

Consider the structure (N, +, —, -, <,=,0,1,2,...) and the corresponding first-order
logical language of arithmetic with constants for every natural number. Make formulas
which express the following:

1. Each number is either 0 or 1 or the multiple of a prime number;
2. There are infinitely many prime numbers of the form 5n + 1.

Homework 8.10

Consider the structure (N, +, —,-, <,=,0,1,2,...) and the corresponding first-order
logical language of arithmetic with constants for every natural number. Make formulas
which express the following:

1. Every even number other than 0 and 2 is the sum of two prime numbers;

2. There are infinitely many numbers = such that x — 1 and x + 1 are both prime
numbers.

Homework 8.11

Consider the structure (Z, +, —, -, <,=,0,—1,1,—2,2,...) and the corresponding first-
order logical language of arithmetic with constants for every integer. Make formulas
which express the following:

1. The number 23 is not the sum of three squares;

2. A number is the sum of four squares if it is greater or equal 0.
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Homework 8.12

For first-order logic, assume that the logical language has only equality and variables
and quantifiers and the logical connectives. The formula 3x,y, z [z # yAx # zA\y # 2]
can only be satisfied by a structure with at least three elements. Is there, in this logical
language, a formula o which can only be satisfied by structures with infinitely many
elements? Is there a set S of formulas such that S is only satisfied by structures with
infinitely many elements?

Homework 8.13

Let (F,+,—,-, f,=,0,1,2) be the finite field with the three elements 0,1,2 and let
f + F — F be any function. Which of the following statements are true for this
structure (independently of how f is chosen)?

LVa,yll+y) - (e+y)=(-2)+ -y — (@ 9l

) (w+y)-(@+y) =@ z-2)+ -y y);

3. V,ylle+y) (e+y) - @+y) - (@+y) =@ 2z z-2)+ @y y y vl
4. 3a,b, eV [f (z

2. Vo y[(z+y

J=a-z-(x—1)+b-z-(z—=2)+c-(x—1) - (z—2)];
5. Vo |z -x-x # 2.
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Assignments for Week 9

Homework 9.1

Let (A,+,-) and (B, +, ) be the remainder rings modulo a and b, respectively, a,b €
{2,3,4,5,6}. For which a, b is there a homomorphism f from (A, +,-) to (B, +, -) such
that any two terms tq,ts satisfy (A,+,-),s E t; =t iff (B,+,:),5 | f(t1) = f(t2),
where s'(vg) = f(s(vg)) for all variables vg.

Homework 9.2
Choose values for a, b from Homework 9.1 and a formula ¢ and a function f such that
f is a homomorphism and the formula ¢ is true in (A4, +,-) but not in (B, +, ).

Homework 9.3
Consider the model ({0,1,...,9},+, ) with addition and multiplication modulo 10,
so b+ 7=2and 5-7=>5. Which are the sets defined by the following formulas:

l.zeAs Jylr=y- vy
2. e BeVYylr-y=0Ve-y=3Va-y=>5;
JreCeVylr#£y-y-y-yl.

Homework 9.4

Is the set {2, 4, 6,8} definable in the model of arithmetic modulo 107 Here the formula
can use the operations +, - and the constants 0, 1 and equality = and connectives and
quantifiers.

Homework 9.5
Is every function in the model {0,1,...,9} with addition and multiplication and all
constants explicitly definable by a term? If so, give a proof; if not, explain why.

Homework 9.6

Let Z - {i} + Z be the set of all complex integer numbers. Show that this set together
with 4+ and - is a ring. Prove that the basis element 7 is not definable by using an
isomorphism which maps ¢ to some other element.

Homework 9.7

Recall that a structure (A, o, e) is a group iff it satisfies Vx,y, z [xo(yoz) = (xoy)oz],
Ve[roe=xANeoxr=zx],VaIylroy=eAyox =cel.

Write down formally the axioms for an Abelian group, a ring with 1 and a commutative
ring with 1, respectively.

Homework 9.8
Assume that (A, +,-,0,1) is a finite ring with 0 # 1. Consider the formulas

r=0 & Vylr+y=y]and
r=1 & YWlr-y=yAy -x=yl.

Are then all members of A definable with formulas like this? If yes then prove how
this is done else provide a finite ring where some elements are not definable.
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Homework 9.9

Let (R,+,-,<,0,1) be the ordered field of the real numbers with the constants 0 and
1. Prove that all rational numbers and all real roots of polynomials are definable.
Provide then examples of formulas ¢1, ¢9, ¢3, ¢4 such that x; is the unique element
satisfying ¢, where the formulas ¢, say the following:

1.z =2/3;

2. x4y is the positive square-root of 3;

3. x3 is the largest number satisfying z1° — 423 + 2 = 0;

4. x4 is the smallest number satisfying 32$ — 624 + 323 = 0.

Homework 9.10

Consider a structure (A, f,0,1,=) with 0,1 € A being constants and f a function
from A to A. Make three formulas in the language of this structure which express the
following conditions:

1. The first formula says that f has the range {0, 1};
2. The second formula says that f is the inverse of itself;

3. The third formula says that every value in the range of f is the image of exactly
two values.

Homework 9.11

Let (A, P4), (B, PB) be two structures with A = {0} and B = {1,2}. choose the
predicate PP such that there is no strong homomorphism from B to A (independently
of what P# is) while there is for each possible choice of P# a strong homomorphism

from (A, P4) to (B, PP).

Homework 9.12

Let (Z, Suce, Even) be a structure with Even(x) being true iff z is even and Succ
being the successor function. Let f be a function from the structure to itself. Prove
that if f is a homomorphism then f is a strong homomorphism.

Homework 9.13

Consider the structure (Z, Neigh, Fven) where Even(x) is true iff x is even and
Neigh(z,y) is true iff = y+ 1 or x = y — 1. Construct a function g from Z to itself
which is a homomorphism but not a strong homomorphism.

Homework 9.14

Assume that (A, +, a, b, ¢, d) is an n-dimensional vector space for some n over the field
({0,1,2}, +, -) with three elements; here for the skalar multiplication, -0 = x+z+z,
r-1=xand x-2 = x4+, so that the multiplication with each fixed skalar is definable.
Find the largest dimension n so that all elements in the vector space (A, +,a,b, ¢, d)
are definable when one chooses the right values for a,b,c,d and explain how the
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formulas to define the elements look like; note that an isomorphism of the structure
itself has to map a to a, b to b, ¢ to ¢ and d to d.

Homework 9.15
Assume that a structure (X, +) satisfies the below axioms:

1. VaVyVz[z+ (y+2) = (z+y) + 2];
2. VaVylz+y =y +a);

3. VaVylzr+z=y+y;

4. Vr[z + x4+ = 1)

Assume furthermore, that the structure has four elements 0, a, b, ¢ and that 0 is the
element with 0 = z + x for all x € X. Prove (informally, not in the deductive
calculus) that the structure satisfies a + b = ¢ and show that a, b, ¢ are not definable
by constructing an isomorphism h with h(a) # a, h(b) # b and h(c) # c.
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Assignments for Week 10

Homework 10.1

This homework considers undirected graphs without self-loops. Consider the following
two graphs:

(&) 0-1-2 (®) 0
|/

1-2
I
3 3

/

(a) Prove that in graph (a) nodes 0 and 1 are definable and nodes 2 and 3 are not.
(b) Prove that in graph (b) the node 0 is definable and nodes 1, 2 and 3 are not.
(c) For which n is there a graph of 6 nodes such that exactly n out of these 6 nodes
are definable?

Homework 10.2
Let the logical language contain a function symbol f for a function with one input.
Show that A proves the formulas

—(f(2) = f(y) = ~(fy) = (@), f(2) = Fly) = (f(y) = [(2) = f2) = f(2))

which is similar to some proofs in the lecture notes.

Homework 10.3

For the following formulas o and terms ¢, either write what o} is or write that a
substitution is not permitted. The formulas are 3z [-(x = z+1)], Vz [x = 2], f(z-2) =
f(0) and the terms are x, 0, z + z. Do not forget to make brackets where needed.

Homework 10.4

For the following formulas a and terms ¢, either write what af is or write that a
substitution is not permitted. The formulas are JaVy [z = y - 2|, Ve Iy [z = = + y],
Vulz-z+ 1 # u-u+ 2] and the terms are x + y, 0, v - w. Do not forget to make
brackets where needed.

Homework 10.5

Use the Deduction Theorem to show the following:
fr'ra—pg—y—=>0thenl' v —>a— 5 —6.

Which other interchanges of «, 3,7, are permitted and which not?

Homework 10.6
Prove the statement from Homework 10.5 using only tautologies and modus ponens.

Homework 10.7
Let the logical language have a predicate P and constant c¢. Prove formally that

{Va vy [P(z) = P(y)]} = Ple) = Vy [P(y)]

using the axioms of A, the Deduction Theorem and the Generalisation Theorem.
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Homework 10.8
Let (A, +,0) be a structure with constant 0 and binary operation +. Make a formal
proof for

{Velz+2=0]} V|l +2x)+ (z+2z) =0
using axioms from A and the Generalisation Theorem.

Homework 10.9
Let (A, +,0) be a structure with constant 0 and binary operation +. Make a formal
proof for

{VaVylz+y=y+z|} FVulu+ (u+u) = (u+u)+ u

using the axioms of A and the Generalisation Theorem.

Homework 10.10
For (A, +,0) as in Homework 10.9, make a formal proof for

{VaeVyVz[(z+y)+z=x+(y+2)|]} FVulu+ (u+u) = (u+u) + ul

using the axioms of A and the Generalisation Theorem.

Homework 10.11
Is the statement

{VeVyle+y=y+a],VeVyVz[(zr+y)+2z=2+ (y+2)|]} EVeVyIz [z + 2z = y]

true? If the statement is true then make a formal proof else provide a model satisfying
the left but not the right side of |=.

Homework 10.12
Is the statement

{VaeVy3Iz[z + 2z =y[,VaVyVz [z +y)+z=2+ (y+2)|]} EVeVyIz [z + 2 =y

true? If the statement is true then make a formal proof else provide a model satisfying
the left but not the right side of F=.
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Assignments for Week 11
Homework 11.1
Assume that «, 3, are well-formed formulas. Give a formal proof of the statement

BrtEa—8

which only uses the formulas from A and the Modus Ponens.

Homework 11.2
Assume that {a, 8} tautologically implies 7. The below derivation is incorrect. Say
what the fault is and replace it by a corrected one:

l. {a,f} Fa— B — v (Axiom Group 1)

2. {a, 8} F B (Copy)

3. {a, B} F 8 — a — [ (Axiom Group 1)
4. {a, B} F a — B (Modus Ponens)

5. {a, 3} F 7 (Modus Ponens)

For the following exercises, P, () are predicates and a, b, ¢ are constants.

Homework 11.3
Make a formal proof for

{va [P(x) = Qc)), Vo [2P(x) = Qe)]} F Q(c)-
Homework 11.4
Make a formal proof for {Vz [P(z)], Jy [-P(y)]} F Q(2).

Homework 11.5
Make a formal proof for () - Va Vy [P(z) — Q(y)] — P(a) — Q(b).

Homework 11.6
Is the statement () - P(x) — Yy [P(y)] correct? Explain your answer.

Homework 11.7
Is the statement () - P(x) — Yy [P(z)] correct? Explain your answer.

Homework 11.8
Is the statement () - P(x) — 3y [P(y)] correct? Explain your answer.

Homework 11.9
Let (G, o, f,e) be a structure and I' contain the following axioms:

o Vz,y,z[(xoy)oz=wzo(yoz);
o Vz,y[roy=youl

o Vr[roe=uzl

24



o Va[zo f(z)=e¢;
o Vr,y zlxroy=x0z—>y=z|

So (G, 0) is an Abelian group with neutral element e and inversion f. Prove informally
the following results:

o Yo, [f(v) = f(w) = v =],
e Yo,wvow=e— f(v) =w];

o Vo,w[f(vow) = f(w)o f(v)].

Homework 11.10
Consider all structures (A, o) where A has two elements and satisfies the axioms

Vo lrox =zx] and Ve Vy |z oy =y ozl

Show that all these structures are isomorphic.

Homework 11.11

Assume that (N, +, <, 0,1, P) is a structure where N is the set of natural numbers and
+, <, 0, 1 have the usual meaning on N. Let the powers of 2 be the set {1,2,4,8,16,...}
and make a formula « such that (N, +,<,0,1, P) = « iff Vo [Pz <> x is a power of 2].

Note that such a formula only implicitly defines the powers of 2 and not explicitly;
therefore this formula o does not say that the powers are definable from addition and
order in N.

Homework 11.12
Make a formula o which says that f : A — A is a one-to-one function but not an onto
function. Provide a model (A, f, =) which satisfies . Can A be finite?
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Assignments for Week 12

Homework 12.1

Let «, 3,7 be any well-formed formulas. Which of the below formulas are valid,
independent of what formulas for «, 5,7 are chosen? If yes, give a formal proof, if
not, find a counter example by chosing the right values for «, 3, .

1. Vo [a = B] = Vo [-f] = Va [-al;
2. VaVyla — f] = VaVy [ — 7] = Ve Vy [y — a;
3. Vz[a — B] = Vo [a = —f] = Vo [-al.

Homework 12.2
Assume that z,y are different variables. Which of the below statements are valid for
all choices of a:

e Vxlay — al;
o Vrla — oyl

Either provide a proof that the formula is valid or a counter example (one choice of
a and the corresponding structure and default) where the formula is false.

Homework 12.3

Assume that the logical language contains the predicate symbols P and (). Make for-
mal proofs for the following facts. You can use the Deduction and the Generalisation
Theorems and use axioms of the first group in order to deal with connectives other
than — and —.

LAP(y)} FVele =y — Px)];
2. {vVafr =y = Q(x)],V2[Q(2) = P(2)I} F P(y);
3. {Va [P(2)], Ve [Q(2)]} F Va [P(x) A Q(x)].

Homework 12.4
Prove the following statement, perhaps by first proving that {Vy [-(y = f(x))]} is
inconsistent and then using that therefore —=Vy [-(y = f(x))] can be proven from (:

OFVae3dyly = f(x)].

Homework 12.5
If the following sentence is valid then prove it else provide a structure where it is false:

Vo Iy [f(f(z) =y A F(Fy) = =].

Homework 12.6
If the following sentence is valid then prove it else provide a structure where it is false:

JyVrly = f(r)] = JyValy # f(z)].
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Homework 12.7
Let the logical language contain an unary function f and constants a,b and equality.
If the following sentence is valid then prove it else provide a structure where it is false:

fla) # f(b) = Vo Iy [f(z) # f(y)]-

Homework 12.8

Let S, T be any sets of sentences and let the logical language contain = and one
unary function symbol f, but no constants. Furthermore, assume that the theories
generated by S, T are both 6-categorical, that is, each of these two theories has up to
isomorphism one model of size 6. Is the following true: SUT is also 6-categorical and
the model is the same as those of S and T" alone, respectively. Prove your answer.

Homework 12.9
Let S, T be any sets of sentences. Is the following true: If all infinite structures are
models of S and all infinite structures are models of T then all infinite structures are
models of SUT?

Homework 12.10
Is the set

{VaVy3Iz[xoz=y|,VeVy3I [z ox =y,
drxJyIz[xoz=yAzox #y|,VeVyVz[ro(yoz)=(roy)ozl}

a consistent set of formulas? In other words, is there a structure (A, o) such that o
is associative and for each x,y one can find from each side elements z, 2’ such that
roz =1y and 2’ ox = y; however, it might be that for some x,y, z with z o0 z = y, one
has to take a different 2’ for achieving 2’ o x = y.

Homework 12.11
Consider the finite structure with domain {0,1,...,p — 1} and multiplication and
addition modulo p, besides the usage of +,- the logical language also permits —
and the constants 0,1,...,p — 1. Make in a programming language of your choice a
computer program which evaluates to 0 (false) or 1 (true) depending on whether the
statement

VedyIz[z=y-y+ z- 2]

is true in the structure and use the program to determine for which of p = 2,3,4,5, 6,
7,8,9,10,11,12 the formula is true, that is, for which of these modulo rings is every
number the sum of two squares.
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Assignments for Week 13
Homework 13.1
Are the following sets of sentences effectively enumerable:

1. {a € T: every group satisfies a}; 2. {« € T": every Abelian group satisfies a}?

Here T is the set of all sentences in the logical language with one operation o and one
constant e and one function f to denote the group operation, neutral element and
inversion, respectively.

Homework 13.2

Let the logical language contain exactly one predicate P and no function symbols;
the predicate P is unary (one input only). Recall that a sentence is a formula with no
free variables. Make a sentence « such that, for each n, there are, up to isomorphism,
exactly n — 1 models of a with n elements.

Homework 13.3
Let the logical language contain the predicates Fy, Py, ... and let I' for all n, m with
m < n contain the following formulas:

JxVy [Po(z) A (Po(y) = y = )], Yo [-P,(z) V =P, (x)].

How many models of finite cardinality, of cardinality Ny and or cardinality N; does I'
have? Here isomorphic models should not be double counted.

Homework 13.4

Two structures are elementarily equivalent iff they satisfy the same sentences. Is there
a structure which is elementarily equivalent to the real numbers with addition and
multiplication, but not isomorphic to it? Explain your answer.

Homework 13.5

Assume that two sets of sentences I' and A do not have any structure in common,
that is, any structure of I' fails to satisfy all formulas in A and every structure of
A fails to satisfy all formulas of I'; but both sets I' and A are consistent. Is there a
single sentence « such that all structures of I' satisfy a and none of A does?

Homework 13.6

Let a structure Z2 = (Z,..., =2, P 5, —1,P_1,0, Py, 1, P;,2, P>, ...) contain all integers
and constants for all integers so that if ¢, is the constant for n and P, the predicate
for n then P,(x) is true in the model iff x < ¢,. Note that < itself is not part of the
logical language. Up to isomorphism, how many countable models are there which
are elementarily equivalent to Z7 0 or 1 or ... or countably infinite or uncountably
infinite models?

Homework 13.7

Let a structure Q contain the domain Q and for each rational number ¢ a constant ¢,
and a predicate P, such that P,(x) is true iff z < ¢. Note that < itself is not part of
the logical language. Up to isomorphism, how many countable models are there which
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are elementarily equivalent to Q7 0 or 1 or ... or countably infinite or uncountably
infinite models?

Homework 13.8

Recall that a theory is Ny-categorical iff it has an infinite model and every two count-
able infinite models are isomorphic. Let the logical language have only one unary
predicate P and equality =. Show that every complete theory of this logical language
either has only a finite model or has an infinite model and is Ny-categorical.

Homework 13.9
Let Mod(S) denote the set of models of S. Show the following for sets S, T of sen-
tences:

1. If S C T then Mod(T) C Mod(S);
2. Mod(SUT) C Mod(S) N Mod(T);
3. If Mod(S) = Mod(T) then Mod(S) = Mod(SUT).

Homework 13.10

Is there a sentence « such that a has a model with £ members in the domain iff x = n?
for some n € {1,2,3,...} or kK > Ny, where the underlying logical language has one
unary predicate P and one binary operation o (a can use these).

Homework 13.11
Let (G,o0,¢) be a group with 8 elements. Show that every group (H, e, d) which is
elementarily equivalent to (G, o, €) is also isomorphic to (G, o,e).

Homework 13.12
Provide an example of an infinite group (G,o,e) such that every group which is
elementarily equivalent to (G, o, e) and has the same number of elements as (G, o, e)
is also isomorphic to (G, o, e). Hint: Use an Abelian group also satisfying some torsion
axiom, say Vx [xox oz = e]. The number of repetitions of x in the torsion rule should
be a prime number.

Homework 13.13

Let the logical language have one unary predicate P and equality. Furthermore,
assume that a theory T has for each n an axiom which says that at least n elements
x satisfy P(z) and another n elements satisfy —=P(z). Show that this theory is not
N;-categorical and determine the number of models of cardinality X; it has — note that
one can split a set of cardinality Ry into two sets of cardinality x, A iff max{x, A} = N.
The cardinals up to Ny are 0,1,2,...,Ng, Ny.

Homework 13.14

Assume that a model 2 has the domain of rational numbers Q and infinitely many
constants ¢, = —27% d = 0 and e, = 27%. The countable models elementarily
equivalent to this structure are dense linear orders with the ¢, all strictly below d
and going strictly upwards and the e, all being strictly above d and going strictly
downwards. Up to isomorphism, how many countable models are there which are
elementarily equivalent to 217 Provide of each of these models one isomorphic copy
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by saying what the values if ¢, d and ¢, are.

Homework 13.15

Prove formally, using the Axioms of A, Modus Ponens and copying from the set of
preconditions and the Generalisation Theorem the following:

{3z [P(2)], Vy[Qy)]} - V2 [P(2) = Q(2)]
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Selflearning Assignments with Solutions
Homework 14.1
Give an example for a set S of formulas in sentential logic such that

e for all o, 8 € S, the formulas (a V ), (a A B), (o = ), (o <> ) and ==« are
also in 9}

e for all a, either a € S or =« in S but not both.

Solution. Let v be such that v(A) =1 for all atoms A. Now let
S={a:7(a)=1}

and one can see that due to the definition of 7, it is always true that exactly one of
a, -« are in S. Furthermore, if a, § are in S then 7 makes both of them true and it
follows that 7 also makes the formulas (a V 3), (a A ), (a« = /), (a < B) and =«
true, thus they are also in S.

Homework 14.2

How many Boolean functions of the form B! can be built where a uses the atoms
Aq,..., A, and combines them either with A or with —7 Other connectives and
logical constants are not allowed. List out the numbers of functions for n = 1,2, 3.

Solution. The number of functions is 22" ~!. Note that 1 — 1 and 1A 1 both evaluate
to 1. Thusif Aq,..., A, are all 1 then the output is 1. If at least one of them is 0, then
AiNAsA. .. ANA, has the value 0 and one can use this as a replacement for the constant
0; furthermore, =« is then realisable by the formulas F'(a) = (@ — (A1AA2A. .. AA,)).
If at least one of the atoms is 0 then F'(«) has the value -« else « has the value 1. It
follows that one can translate a formula S using only A and — — and every Boolean
function in n variables can be represented by such a formula — and then one replaces
in this formula all subformulas -« by F(«) until one gets a formula v which only
contains — and A and atoms. Now it holds that

By = ng(AlAAQ/\A../\An)

and therefore the given Boolean function is only changed to 1 in the case that all
inputs are 1. For all other input-vectors, the original value is maintained. Thus one
can choose 2" — 1 values freely and make the corresponding $ and the number of such
{0, 1}-valued functions is 22" ~1. For n = 1,2, 3, 4 these values are 2,8, 128, 32768. For
n = 1, the two functions are the identity-function B}h and the constant-1-function
Bill—mll'

Homework 14.3

Prove by induction that for every formula using only @, <> and — as connectives,

which is built from the atoms Ay, As, ..., A,, either all possible assignments of these
n values or half of them or none of them evaluates the formula to true.

Solution. What one is proving by induction is the following statement: Given a
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formula « using the above indicated connectives, one defines Depend(«) to be the set
of all atoms A such that there are v, i assigning values to the atoms different only
on Ay with 7(Ay) # fi(Ax). One shows now by induction the following statement for
formulas « of the given type:

(%) If v, u differ exactly on Ay and Ay € Depend(«) then 7(a) = —fi(«).

To see (x), first note that for constants, the sets Depends(0) and Depends(1) are
empty and thus the statement is true; furthermore, if « = Ay then Depend(Ay) = Ag
and it is obvious that if v, u differ on Ay then 7(Ay) = —fi(Ax). Now for an induction,
consider «, 8 which are satisfying (x):

1. Consider v = —a. One let Depend(y) = Depend(a) and considers any v, p
which differ only in one atom Ag: If Ay € Depend(a) then 7(y) = —v(a) =
——(a) = —a(y); If Ay ¢ Depend(a) then 7(vy) = () = —(a) = f(y). So
for v, p only differing in A, 7(vy) = —n(y) iff Ax € Depend(y).

2. Consider v = a@f. One let Depend(y) be the symmetric difference of Depend ()
and Depend(), that is, contain exactly those atoms which are in exactly one of
the sets Depend(«) and Depend(f). Consider any v, which differ only in one
atom Ay: If Ay € Depend(y) then Ay is exactly in one of the sets Depend(a)
and Depend(f3), without loss of generality say in the first. Now 7(«) and m(a)
differ while 7(5) and fi(/3) are the same. It follows that one of 7(a® ), m(a® 5)
is 0 @ ¢ while the other one is 1 & ¢, where ¢ € {0,1}. Hence 7(y) = —f(7).
If Ay ¢ Depend(v) by Ax ¢ Depend(a), Ay ¢ Depend(S) then 7(a) = fi(«),
v(B) = f(B) and v(y) = v(a & B) = Hla @ B) = @(y). If A & Depend()
by Ax € Depend(a), Ay € Depend(B) then v(a) = —f(a), 7(8) = —u(p) and
v(y)=v(a®p) =n(-ad-p) =n(ad B) =mu(y). So for v, u only differing in
Ay, 7(y) = —p(y) iff Ax € Depend(y).

3. If y = a > B then again Depend(y) is the symmetric difference of Depend(«)
and Depend(/3). The proof in this case is the same as in the case of @; alterna-
tively, one could also replace a <+ 5 by =(a@® ) and do the two prior inductive
steps.

Thus the induction gives that for each formula « there are two cases: Either Depend(«)
= () and then the truth-table of « assigns in all rows the same value or Depend(c)
contains at least one atom Ay and if one puts this atom A, into the last column of
the truth-table and on can group the rows in pairs of rows where the truth-entries
differ only for Ay and thus one of these rows carries the value 0 while the other one
carries the value 1; hence half of the rows has a 0 and half has a 1. Here an example

for Ah D ﬁ(Ak D Ah)i

Ap | Ag | An @ (A @ Ap)
0 0 1

0 1 0

1 0 1

1 1 0
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Homework 14.4

Make a formal proof that

is a valid formula.

VaVy [a — 5] = YyVo -8 — —af

Solution. Recall that tautologies in sentential logic can be made to axioms in first-
order logic by replacing the atoms by logical symbols; furthermore, any formula of
the form Vx [y] — 7 is an axiom. Thus one can make the following proof.

1. {VaxVy|a — 5]} F Ve Vy [a — f]

2. {VaVyla = B} F VaVya — 8] = Yy [a — ]
3. {Vavyla — B} F Vy o — B

4. {VzVyla — B} FVyla — ] - a— B

5. {VaVyla = B} Fa—p

6. {VeVyla = B} F (a = B) = (=8 = —a)

7
8

9. {VaVy[a — B]} F YyVz - — —af
10. O VaVyla — ] = VyVa [-5 — —q]

Homework 14.5
Is the statement

AVeVy o — B} 28 = —a
AV Vy [ — B} E V2[5 = —a]

{Pz — Py} Vz [Pz — PZz]

I

(Copy

’

(Axiom Group 2

I

(Modus Ponens

I

(Axiom Group 2

(Axiom Group 1

I

(Modus Ponens

I

(Generalisation Theorem);

(Generalisation Theorem);

)
)
)
)
(Modus Ponens);
)
)
)
)
)

(Deduction Theorem).

correct? If so, make a formal proof, if not, make a model with default values of the

variables for which it is false.

Solution. This statement is not correct. Assume that a model is given with variable
defaults, that the model has at least the values 0,1, that P(x) is equivalent to z = 0
and that z,y have the default value 0. Then Px — Py is true and Px — P1 is false;

in particular Vz [Px — Pz]| is false.

Homework 14.6

Which of the following statements can be proven? If so, then give the formal prove,

else explain why one cannot do it.

(a) {x =0} FVz[z=0];

(b) {vyly = 0]} FVa [z = 0f;



(¢) {VyVz [z =vy|} FVa|x=0].

Solution. Statement (a) does not hold. The reason is that one can consider the
model (N,0) and then one sees, that a variable assignment can make x = 0 true
while the conclusion that all values in the model equal to 0 is false. Note that the
Generalisation Theorem can only be applied if the variable x does not occur free in
the precondition.

Statement (b) can be proven along the same lines as one can prove the Principle of
Alphabetical Variants, indeed, it follows from this principle directly. A formal proof,
using only Axioms and the Generalisation Theorem, is the following:

L {Vyly = 0]} - vy [y = 0] (Copy);

2. {Vyly=0]} FYy|y =0] - 2z =0 (Axiom 2);

3. {Vy[y = 0]} 2 =0 (Modus Ponens):

4. {¥yly = 0]} + Vz [z = 0] (Generalisation Theorem).

Here the Generalisation Theorem can be applied, as the variable x does not occur,
actually does not occur at all, in the preconditions.

Statement (c) can also be proven and the proof is even easier, as one only needs
axioms from A:

L A{VyVa [z = yl} F VyVa [z = y] (Copy);
2. {VyVz [z =y|} F VyVz [z = y| —» Vo [z = 0] (Axiom 2);
3. {VyVz [z =y|} F Va [x = 0] (Modus Ponens).

Note that in formal proofs, the axioms from A and the copying from the preconditions
and the usage of Modus Ponens are always allowed.

Homework 14.7
Choose a logical language and a theory 7" in this language such that

e T is finite axiomatisable;
e T is Ny-categorical and N;-categorical;
e T has a finite model of m elements iff m = 3" for some n.

Furthermore, is T' complete? Explain your answer.

Solution. The idea is to use the language of Abelian groups where an element three
times added to itself gives 0. These structures are equivalent to vector spaces over [
and it is known from linear algebra that each two such vector spaces are isomorphic iff
they are vector spaces over the same field and their bases have the same cardinality.
Note that scalar multiplication over F3 with 0 gives the constant 0 function and with
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1 gives the identity function and with 2 gives the sum of an element with itself. Thus
one can define scalar multiplication by cases and does not need to incorporate it into
the logical language. So the only symbols added into the language are 0 (neutral
element) and + (addition modulo 3 in a vector space). The axioms postulated are
now the following ones:

L. VeVyVz[(z+y)+z=2+ (y+ 2)];
2. VaVyle+y=y+x;

3. Vo [r+0=z

4. Vr [z + (x +2) =0].

Now, if x is an infinite cardinal then, by results of linear algebra, a vector space over
F3 has a basis of cardinality x iff the vector space itself has cardinality ; thus every
such vector space and, therefore, also every structure satisfying the above axioms
is k-categorical; in particular these structures are Ny-categorical and N;-categorical.
Furthermore, the finite vector spaces of dimension n have all 3" elements and every
finite vector space has a finite basis (dimension). It is not needed for this homework
to reprove the facts known from basic lectures like linear algebra.

Homework 14.8 Consider the logical language containing one unary function f and
the set

S={VaVylr £y — f(z) # f(y)], Vo [z # f(z)], Vo Iy [f(y) = 2]}

and let T'h(S) be the set of all sentences which can be proven from S. Check whether
the Th(S) is 5-categorical, that is, whether all models of cardinality 5 of Th(S) are
isomormphic. Provide all models for k = 5 and check to which s this generalises.

Solution. The answer is that Th(S) is not 5-categorical. There are two models, (a)
the model of a 5-cycle and (b) the model of a 2-cycle plus a 3-cycle. So if one calls
the elements 0, 1,2, 3,4 and makes tables of f in the two models, the tables are the
following;:

Inputs 0112134
finModel (a) |1]{2[3]4]0
finModel (b) |10 3|42

For other small k, note that the theory is not 1-categorical, as it has no model of size
1. The theory is 2-categorical and 3-categorical, as these sizes permit only one cycle
and that cycle is of length k. The theory is not k-categorical for any x > 4, as one
can make, for finite , (a) one k-cycle and (b) one cycle of length 2 and one of length
rk — 2 and for k > 6 one can also further models. For infinite &, it is not k-categorical
as one can make, for any n > 2, a model consisting of kK n-cycles.

Homework 14.9
Assume that the logical language contains one unary function f and equality =.
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Provide two sentences « and (3 such that the theories Th({a}) and Th({$}) are k-
categorical for all kK > 1 and such that Th({«a, $}) is complete and therefore either
r-categorical for exactly one finite xk or k-categorical for exactly the infinite x.

Solution.

The idea is to choose a finite x such that the models of o and 8 coincide for exactly
this k and not for any other k. Here one chooses k = 1, as that is most easy to handle.
Now the formulas are as follows: « is VaVy [f(z) = f(y)]; £ is Yz [f(x) = z]. So «
requires that the function is constant and (3 requires that it is the identity. This can be
combined if and only if the domain has exactly one element. Note that for Th({a}),
two models of the same size are isomorphic, the isomorphism maps the elements in
the two ranges to each other, as they are unique, and maps the other elements in a
one-one way to each other. For two models of Th({8}) of the same size, any bijection
is an isomorphism, as the image of the identity-function is again the identity-function.
Th({a, 5}) has the unique model ({0}, f,=) with f(0) = 0 (up to isomorphism) and
therefore Th({«, 5}) is complete. That all elements are equal in any model of {«, 5}
can be seen by the fact that given z,y, § implies that x = f(x) and y = f(y) and «
implies that f(z) = f(y) and thus = = y, so any two elements of the model are the
same.

Please review also the old exams on the course homepage and other material available
and read the course notes.
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