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improve utilization [3, 13, 19, 35]. A framework called
Kernelet [34] falls into this category, but is of particular
interest to us due to the fact that GPU co-scheduling
is considered in order to improve utilization. Kernelet,
however, requires heavy instrumentation and does not
consider co-scheduling unmodified workloads. Additionally,
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Zhong and He [10] proposed a dynamic kernel slicing
that partitions a kernel into several smaller kernels so that
multiple kernels can more efficiently share the resources.
Adriaens et al. [12] proposed spatial multitasking, which
runs multiple applications on different sets of SMs. Ukidave
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gScale [Xue et al. 2016] solves gVirt’s scalability limitation. gVirt partitions the
global graphics memory (2 GB) into several fixed size regions and allocates them to
vGPUs. Due to the recommended memory allocation for each vGPU (e.g. 448 MB in
Linux), gVirt limits the total number of vGPUs to four. gScale overcomes this limita-
tion by making the GPU memory shareable. For the high graphics memory in Intel
GPUs, gScale allows each vGPU to maintain its own private shadow graphics transla-
tion table (GTT). Each private GTT translates the vGPU’s logical graphics address to
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