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Abstract
Many systems are recently proposed for large-scale iter-
ative graph analytics on a single machine with GPU ac-
celerators. Despite of many research efforts, for iterative
directed graph processing over GPUs, existing solutions
suffer from slow convergence speed and high data access
cost, because many vertices are ineffectively reprocessed
for lots of rounds so as to update their states according
to other active vertices regardless of their dependencies.
In this paper, we propose a novel and efficient iterative
directed graph processing system on a machine with
the support of multiple GPUs. Compared with existing
systems, the unique feature of our system is that it takes
advantage of the dependencies between vertices in three
novel ways. First, it represents a directed graph into a set
of disjoint hot/cold directed paths and takes the path as
the basic parallel processing unit, so as to help efficient
vertex state propagation along the paths over GPUs for
faster convergence speed and higher utilization ratio of
the loaded data. Second, it tries to dispatch the paths to
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GPUs for parallel processing according to the topologi-
cal order of the dependency graph of them. Many paths
then converge along such an order after processing them
for exactly once, getting lower reprocessing overhead.
Third, a path scheduling strategy is further developed
on each streaming multiprocessor to enable the privi-
leged execution of the paths (e.g., the hot paths) with
greater impacts on vertex state propagation for shorter
convergence time according to vertex dependency. Ex-
perimental results show that our approach speeds up
iterative directed graph processing by up to 3.54 times
in comparison with the state-of-the-art systems.

CCS Concepts • Computer systems organiza-
tion → Parallel architectures; • Computing method-
ologies → Parallel computing methodologies.
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convergence speed; data access cost; warp scheduling
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1 Introduction
Many iterative algorithms have been recently proposed
to analyze directed graphs (e.g., protein interaction net-
works, social networks, and citation networks) for various
applications [3, 12, 14, 22, 29, 31, 44, 56], because direct-
ed graphs are prevalent in the real world. It is usually
time-consuming for them to handle the large-scale direct-
ed graph round by round until the states of the vertices
are stable. Therefore, it is expected to reduce the execu-
tion time of these iterative directed graph algorithms to
provide real-time results for the related applications.
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With the recent advances in GPU accelerators, there
is a growing interest to offload graph analytics to GPUs
for real-time performance, due to its higher computing
power and memory bandwidth than the CPU. Many
systems, such as Medusa [54], CuSha [16], GraphRe-
duce [36], Garaph [25], Gunrock [30, 46], and Groute [4],
have been recently designed to handle large-scale graph
by exploiting the powerful capacity of GPUs on a single
PC for high cost-effectiveness. They support efficient
iterative graph processing on GPUs through hiding com-
munication cost, ensuring balanced load, improving data
locality, and ensuring high GPU utilization ratio.
Despite of research efforts in the previous studies,

there is a major challenge for iterative directed graph
processing on the GPUs. Because existing GPU-based
systems [4, 16, 25, 30, 36, 46, 54] take vertex/edge as the
basic parallel processing unit over GPU cores, the ver-
tices of each directed path may be concurrently handled
by many GPU threads and update their states based on
their precursors’ stale states within each round of graph
processing. As a result, the new state of each active ver-
tex needs many rounds to work on its successors for the
unawareness of update dependency1 between vertices,
and its stale state is used by many GPU threads to
iteratively compute the states for other vertices, which
are distributed over many or all graph partitions. Such
a slow propagation of new vertex state finally induces
frequent reprocessing of many partitions for existing
GPU-based systems to repeatedly update their vertices’
states, although few vertices may be active within the
latter rounds. It not only wastes a long time to repeated-
ly handle the same vertices, but also incurs high cost to
load them. It motivates us to design more efficient GPU-
based system for faster convergence speed and lower
data access cost of iterative directed graph processing.
We analyse the characteristics of vertex update de-

pendency in iterative directed graph processing over
GPUs, and observe that, a vertex can quickly propa-
gate its recent state to the others along a directed path
when the vertices of this path are sequentially and asyn-
chronously handled along this path within each round.
Based on this observation, we present DiGraph, a GPU-
accelerated iterative directed graph processing system
by using our path-based asynchronous execution model,
which is fundamentally different from existing solutions.
In particular, it represents a directed graph into a set
of disjoint hot/cold paths, so as to provide an oppor-
tunity to efficient vertex state propagation and higher
utilization ratio of the loaded data. The directed path is
then taken as the basic parallel processing unit, where

1Each directed edge <𝑣𝑖, 𝑣𝑗> induces an update dependency

between 𝑣𝑖 and 𝑣𝑗 , indicating that 𝑣𝑗 updates its own state based

on the state of 𝑣𝑖.

different paths are concurrently handled by GPU threads
and the vertices of each path are sequentially handled
by a single GPU thread along their order on this path
within each round in an asynchronous way. In this way,
vertex state propagation is able to be quickly done along
the directed paths, getting faster convergence speed.

For lower reprocessing cost, a topological order is tried
to be generated for the paths according to their depen-
dencies and the paths are tried to be dispatched to GPUs
for parallel processing according to such an order. Then,
many paths never need to be reprocessed once they have
been handled, due to no new vertex state from the oth-
er paths. On each Streaming Multiprocessor (SMX), an
efficient path scheduling strategy is further designed to
judiciously assign the processing order of its paths for less
redundant work according to their importance on vertex
state propagation. Compared with Gunrock [30, 46] and
Groute [4], two cutting-edge GPU-based graph process-
ing systems, experimental results show that DiGraph
offers improvements of 2.25–7.39 and 1.59–3.54 times
for iterative directed graph processing on four GPUs, re-
spectively. Besides, when the number of GPUs increases
from one to four, the graph processing time of DiGraph
is reduced by 62.9%, more than 46.3% of Gunrock and
56.5% of Groute, indicating better scalability than them.
The paper has the following important contributions

on GPU-based graph processing:
∙ It proposes a path-based asynchronous execution
model to exploit our observed characteristics of
update dependency to accelerate iterative directed
graph processing on multiple GPUs.
∙ It also tackles several fundamental challenges for
directed graph processing on multiple GPUs. Our
techniques include: 1) a path-based directed graph
partitioning method to provide an opportunity to
faster state propagation and higher utilization ra-
tio of GPUs (Section 3.2.1); 2) a storage scheme of
directed graph for coalesced accesses and lower stor-
age cost on GPUs (Section 3.2.1); 3) a dependency-
aware path dispatching for multi-GPUs for less
redundant work and higher utilization ratio of G-
PUs (Section 3.2.2); 4) a path processing method
for faster convergence speed, higher parallelism of
GPU threads, and lower communication cost (Sec-
tion 3.2.2); and 5) a path scheduling scheme on
SMX for faster state propagation (Section 3.2.3).
∙ It gives an evaluation to demonstrate the efficiency
of DiGraph on a platform with multiple GPUs.

The remainder is organized as follows: Section 2 de-
scribes the challenges of existing GPU-based solutions
and our motivations. Section 3 presents our approach
and the details of DiGraph, followed by an evaluation
in Section 4. Section 5 gives a survey of related work.
Finally, we conclude this paper in Section 6.
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Figure 1. An example to illustrate the inefficiency of
existing GPU-based execution models for iterative directed
graph processing, where the directed graph is divided into
six partitions, i.e., 𝐵1, 𝐵2, 𝐵3, 𝐵4, 𝐵5, and 𝐵6.

2 Challenges and Motivation
Recently, a single PC is usually equipped with multiple
GPUs (each contains multiple SMXs) and these GPUs
are connected through PCI-Express or NVLink. A GPU
program has host code and device code (GPU kernel).
Each GPU kernel is Single Instruction Multiple Threads
(SIMT) program. The data is dispatched from the host
to the global memory of GPU for its threads to handle.
The GPU threads are grouped into warps. A SMX holds
a certain number of warps and its warp scheduler assigns
their processing order in a round-robin order by default.
The threads on each SMX communicate with each other
through its on-chip shared memory.

Inefficiency of Existing Solutions. For iterative
directed graph algorithms, each vertex needs to repeat-
edly update its state according to its precursors’ states
until convergence. However, when it is executed over
GPUs, most vertices and their precursors are concur-
rently handled by GPU threads and may update their
states according to their precursors’ stale states in each
round of graph processing. As a result, the new states
of active vertices are slowly propagated to others along
the directed paths, and many vertices have iteratively
calculated their states based on stale states of these ver-
tices and need reprocessing, although using existing syn-
chronous/asynchronous GPU-based solutions [4, 30, 46].
Much time is wasted to repeatedly handle the same
vertices and high cost is also generated to load them.

Take Figure 1 as an example and assume that one
active vertex, e.g., 𝑣2, exists in the current iteration.
With existing synchronous GPU-based methods [30, 46],
after one round of graph processing, the new state of 𝑣2
can only be propagated to its direct neighbors, because
each new vertex state cannot be used by other vertices
in the same round. In order to propagate the new state
of 𝑣2 to 𝑣5, three rounds of graph processing are needed.
With existing asynchronous GPU-based solutions [4],
although the latest state of each vertex is allowed to
be immediately used by its neighbors, the vertices of a
directed path may be concurrently handled by different
GPU threads within each round. Because the states of
already-processed vertices can only be updated in the
next round, it also suffers from slow state propagation.

(a) Average number of each partition's processing 

times for different algorithms over four GPUs
(b) Ratio of useless updates against the total 

number of updates for SSSP

(c) Average ratio of active vertices in each non-

convergent partition for SSSP over four GPUs

(d) Normalized number of updates of the sequential 

way against that of Groute over four GPUs
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Figure 2. Evaluation of Groute over GPUs
For example, when asynchronously executing SSSP

(𝑣1 is the source vertex) over GPUs, the vertices in 𝐵1

of Figure 1 may be concurrently processed by different
GPU threads of a warp. Then, 𝑣5, 𝑣4, and 𝑣3 have been
handled before receiving the new state (the shortest dis-
tance from 𝑣1 to 𝑣2) of 𝑣2 within the current round. 𝑣5,
𝑣4, and 𝑣3 have to be reprocessed in the next several
rounds to update their states according to the new s-
tate of 𝑣2. Because there are three hops for the state
propagation from 𝑣2 to 𝑣5, the partition 𝐵1 needs three
rounds of processing for convergence. Furthermore, after
the processing of 𝐵1, the partitions 𝐵2, 𝐵3, and 𝐵6 need
to be reprocessed to update their vertex states according
to the received new vertex states from 𝐵1, although they
have been handled. It exacerbates the above challenge.

To demonstrate it, Groute [4] is evaluated over a plat-
form with four GPUs. The details of the hardware platfor-
m and the benchmarks are the same as those described in
Section 4. From Figure 2(a) and Figure 2(b), we observe
that many partitions of Groute need frequent reprocess-
ing, because each vertex usually reads stale states of
its neighbors for useless update before updating these
stale states in the same round. It is more serious on the
platform with more GPUs. Besides, as depicted in Fig-
ure 2(c), only a few vertices of non-convergent partitions
are active, indicating low GPU utilization ratio as well,
where all vertices are initially set active.

Our Observations. Figure 2(d) experimentally shows
the number of vertex updates required by the sequential
execution of iterative directed graph algorithm, where all
vertices are tried to be sequentially and asynchronously
handled by a thread according to the topological order
of the directed graph. In the experiments, we have the
following two observations in iterative directed graph
processing. They motivate our design to fully exploit up-
date dependency between vertices for faster convergence
and much lower reprocessing overhead on GPUs.
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Observation 1: A vertex’s new state is able to work on
the other ones within a single round if they are handled
sequentially along their order on a directed path in an
asynchronous way within the round. For example, let
the vertices of 𝐵1 (see Figure 1) be sequentially and
asynchronously handled in the order of 𝑣2, 𝑣3, 𝑣4, and
𝑣5 for one round. Then, the new state of 𝑣2 can be
propagated to 𝑣3. In addition, it also can be aggregated
by 𝑣3 and works on 𝑣3, when 𝑣3 is handled within the
same round. Similarly, the newly generated state of 𝑣3,
calculated based on the new state of 𝑣2, is also able
to sequentially work on 𝑣4 and 𝑣5, when 𝑣4 and 𝑣5 are
processed in the same round. That is to say, the new
state from 𝑣2 can reach 𝑣3, 𝑣4, and 𝑣5 using a single
round instead of three rounds, and 𝐵1 needs much fewer
vertex state updates to converge.

Observation 2: Lots of directed edges do not consti-
tute a cycle2, which allow to further reduce redundant
processing. For example, 𝑣8 should be handled after the
convergence of 𝑣7. By such means, 𝑣8 will never receive
new vertex state from the other vertices, because the
directed edge from 𝑣7 to 𝑣8 is not in any cycle. It also
indicates that the partition 𝐵3 never needs to be re-
processed again, if it is handled after the convergence
of the partition 𝐵2. Thus, in Figure 2(d), for different
iterative graph algorithms, 18.1%-23.3%, 31.8%-37.4%,
9.5%-13.9%, 27.2%-36.5%, 17.6%-22.8%, and 8.2%-13.3%
of all vertices only need one update to converge over
dblp, cnr, ljournal, webbase, it04, and twitter, respec-
tively, because the directed edges on the paths between
two vertices of different Strongly Connected Components
(SCCs) do not constitute cycle, although the vertices
of the giant SCC occupy 69.4%, 34.4%, 78.0%, 45.6%,
72.3%, and 80.3% of all vertices for the graphs, respec-
tively. Note that all vertices of directed acyclic graph
only need one update when they are handled along their
topological order, because all edges are not in any cycle.

3 Overview of DiGraph
Based on the observations, we propose an efficient GPU-
based iterative directed graph processing system, called
DiGraph. It represents a directed graph into a set of
disjoint directed paths and takes the path as the basic
parallel processing unit. This is fundamentally differ-
ent from existing solutions, which take vertex/edge as
the basic parallel processing unit. In DiGraph, different
paths are concurrently handled by GPU threads. The
vertices of each path are sequentially handled by a single
GPU thread along their order on this path within each
round and each vertex’s new state is asynchronously
sent to its successors for the updating of their states

2A cycle, e.g., 𝑣6 − 𝑣7 − 𝑣13 − 𝑣14 − 𝑣6 of Figure 1, is an ordered

sequence of connected directed edges such that any vertex on it is
able to reach itself.

(a)

(b)
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Figure 3. An example to show how to divide the directed
graph into directed paths and get the dependency graph
for them: (a) the directed graph is divided into six paths;
(b) the update dependencies between the paths which are
concurrently processed by different GPU threads; (c) the
generated dependency graph of the paths, which indicates
that the processing order of the paths is expected to be
𝑝1, 𝑝2, 𝑝4, 𝑝5, 𝑝6, and 𝑝3.

within the same round, getting faster vertex state propa-
gation. There, the high-degree vertices, i.e., hot-vertices,
are tried to be put together into hot paths, aiming to
enable efficient vertex state propagation and higher uti-
lization ratio of the loaded data. To reduce the overhead
of repeated processing of the paths, it constructs a Di-
rected Acyclic Graph (DAG) for the paths based on their
dependencies, and tries to assign them to GPUs for par-
allel processing according to the topological order of the
DAG, where each node of the DAG sketch represents a
subset of paths. A path scheduling strategy is further
used on each SMX to arrange the processing order of its
paths based on their importance on state propagation,
enabling the privileged execution of the most important
paths (e.g., hot paths) for less redundant work.

3.1 Path-based Asynchronous Execution

Let𝐺=(𝑉 , 𝐸) denote a directed graph, where 𝑉={𝑣𝑙| 0 ≤
𝑙 < 𝑛} is a set of vertices, 𝐸={<𝑣𝑙, 𝑣𝑚> | 𝑣𝑙 ∈ 𝑉 ∧𝑣𝑚 ∈
𝑉 } is a set of directed edges, and 𝑛 is the number of ver-
tices. According to our observation, the vertices of each
directed path can quickly propagate their new states
to others only when they are asynchronously handled
along their order on this path within each round in
a sequential way, due to the update dependencies of
them. In order to exploit such a characteristic of update
dependency for faster convergence, in our model, the
graph 𝐺 is represented by a set of disjoint directed paths
(no intersected edge), i.e., 𝐺=𝑃=∪(𝑥∈𝑉 ∧𝑦∈𝑉 )𝑃𝑎𝑡ℎ(𝑥, 𝑦),
where 𝑃𝑎𝑡ℎ(𝑥, 𝑦) is an ordered sequence of connected
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directed edges from the vertex 𝑥 to 𝑦. There, it is ex-
pected that ∀ 𝑃𝑎𝑡ℎ(𝑥, 𝑦) ∈ 𝑃∧ ∀𝑃𝑎𝑡ℎ(𝑥′, 𝑦′) ∈ 𝑃 s.t.
𝑃𝑎𝑡ℎ(𝑥, 𝑦) ∩ 𝑃𝑎𝑡ℎ(𝑥′, 𝑦′) ⊆ {𝑥, 𝑦, 𝑥′, 𝑦′}, making sure
that more paths are not dependent on each other for less
reprocessing cost. An example is given in Figure 3(a).
Otherwise, for any two paths with intersected vertices,
they are dependent on each other and need reprocessing.

After that, it takes the directed path as the basic par-
allel processing unit and the GPU threads concurrently
deal with different paths. The vertices of each directed
path are sequentially handled by a single GPU thread
along their order on this path (e.g., 𝑣0, 𝑣1, · · · , 𝑣5 for
the path 𝑝1 which is handled by the GPU thread 𝑇1 of
Figure 3(b)) within each round in an asynchronous way,
where the vertices are also stored along such an order
for coalesced accesses. The new state of each vertex (e.g.,
𝑣1) is immediately used to update the state of its direct
successor (e.g., 𝑣2) on the same path in the same round.
By such means, the states of the vertices on each direct-
ed path can reach the others along this path within one
round, no matter how long the path is. The maximum
number of graph processing rounds for one vertex state
propagation to another equals to the number of paths
traversed by this propagation, which is usually much
fewer than that of existing solutions, i.e, the diameter of
the graph. For example, as described in Figure 3(b), our
approach uses three rounds to propagate the new state
of 𝑣0 to 𝑣12 along three paths, i.e., 𝑝1, 𝑝2, and 𝑝3, indi-
cating faster convergence speed than existing solutions.
Note that the state propagation between paths is done
through state synchronization of vertex replicas (e.g.,
three replicas of the vertex 𝑣1), where it takes partition
as the synchronization unit and is conducted in batches
for low overhead (Section 3.2.2).

However, some directed paths are dependent on others
and may face reprocessing when they are concurrently
handled by different GPU threads (Figure 3(b)), because
the states of their vertices may be updated based on
stale vertex states of the other paths. To avoid the re-
peated processing of some paths, it generates an effective
dependency graph 𝐺′ for the paths, i.e., 𝐺′=(𝑉 ′, 𝐸′),
where 𝑉 ′={𝑝𝑖| 𝑝𝑖 ∈ 𝑃} and 𝐸′={<𝑝𝑖, 𝑝𝑗>| ∃ 𝑝𝑖 ∈ 𝑃
∧ ∃ 𝑝𝑗 ∈ 𝑃 s.t. 𝑣𝑙 ∈ (𝑝𝑖 ∩ 𝑝𝑗) ∧ <𝑣𝑛, 𝑣𝑙>∈ 𝑝𝑖∧ <𝑣𝑙,
𝑣𝑚>∈ 𝑝𝑗}. Figure 3(c) illustrates how to get the depen-
dency graph for the paths of a directed graph. After that,
it can get a DAG sketch 𝐺′′ of 𝐺′ by contracting SCCs
of this dependency graph into nodes, i.e., 𝐺′′=(𝑉 ′′, 𝐸′′),
where 𝑉 ′′={𝑆𝐶𝐶𝑚| 𝑆𝐶𝐶𝑚 ⊆ 𝐺′ ∧ 0 ≤ 𝑚 < |𝑆|}, |𝑆|
is the number of SCCs in the graph 𝐺′, 𝐸′′={<𝑆𝐶𝐶𝑥,
𝑆𝐶𝐶𝑦> | ∃ 𝑝𝑖 ∈ 𝑆𝐶𝐶𝑥 ∧ ∃ 𝑝𝑗 ∈ 𝑆𝐶𝐶𝑦 s.t. 𝑝𝑖 → 𝑝𝑗},
and 𝑝𝑖 → 𝑝𝑗 denotes that 𝑝𝑖 is able to reach 𝑝𝑗 through
a directed path of 𝐺′.

Each vertex, i.e., 𝑆𝐶𝐶𝑚, or called SCC-vertex, of the
DAG represents a set of paths and each edge in the

DAG describes the update dependency between two
SCC-vertices, which allows the paths to be handled
according to the topological order of this DAG sketch.
The set of paths represented by each SCC-vertex are tried
to be asynchronously dispatched to GPUs for parallel
processing, when the precursors of this SCC-vertex are
inactive. Then, due to no new vertex state from the
other ones, many paths never need to be handled again,
sparing redundant reprocessing. Note that, if there are
idle SMXs (e.g., the number of schedulable paths is
less than that of the idle GPU cores), the successive
paths represented by the active SCC-vertex with the
least number of active precursors are also allowed to be
handled in advance to get vertex states nearer to the
final ones by fully exploiting high parallelism of GPUs.

3.2 Parallel Processing over Multiple GPUs

We firstly show the details of parallel preprocessing of
directed graph on the CPU, then show how to concur-
rently handle it on multiple GPUs. Note that we also
use the NCCL library3 to create a ring topology over the
bus for efficient multi-GPU collective communication
as Groute [4], and the communication between multiple
GPUs is done through the host memory. Graph algo-
rithms on DiGraph are implemented by the APIs of the
popular Gather-Apply-Scatter programming model [8].

3.2.1 Graph Representation and Storage

We firstly describe how to efficiently represent and store
the directed graph.

Path-based Graph Partitioning. A few high-degree
vertices, i.e., hot-vertices, need more rounds of processing
to converge, because most vertices’ states pass through
them to reach others for power-law property [8] of real-
world graph. Thus, when dividing a graph into paths,
hot-vertices are expected to be put together into several
hot paths (e.g., 𝑝2 in Figure 3(a)), while the others are
put into cold paths. It brings two advantages. First, it
enables the privileged execution of hot path, which serves
as fast track for most state propagations. Second, few-
er easily convergent vertices (e.g., 𝑣9) are loaded along
with the frequently processed hot-vertices (e.g., 𝑣6) as
the vertices on the same path, sparing the consumption
of memory bandwidth and shared memory of SMX.

We employ a parallel method to decompose the direct-
ed graph. In detail, it firstly divides the graph into several
subgraphs and evenly assigns them to CPU threads to
divide them into paths. As shown in Algorithm 1, each
CPU thread repeatedly takes the vertex (i.e., 𝑣𝑟𝑜𝑜𝑡) with
unvisited local edges as the root, and travels the edges of
its subgraph in a depth-first order to divide this subgraph
into paths, until all edges are visited, where 𝑑=0 for each

3http://www.github.com/NVIDIA/nccl/.
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Algorithm 1 Path-based Graph Partitioning on CPU

1: procedure GraphP(𝑣𝑟𝑜𝑜𝑡, 𝑝, 𝑑)
2: Set the vertex 𝑣𝑟𝑜𝑜𝑡 as visited
3: if It has unvisited local edges ∧ 𝑑<𝐷𝑀𝐴𝑋 then
4: /*Get 𝑣𝑟𝑜𝑜𝑡’s successors in local subgraph*/

𝑆𝑠𝑢𝑐 ← GetLocalSuccessors(𝑣𝑟𝑜𝑜𝑡)
5: Sort(𝑆𝑠𝑢𝑐) /*Sort them based on degrees*/
6: for each 𝑣 ∈ 𝑆𝑠𝑢𝑐 do
7: if <𝑣𝑟𝑜𝑜𝑡, 𝑣> is unvisited then
8: Set the edge <𝑣𝑟𝑜𝑜𝑡, 𝑣> as visited
9: /*Insert into the queue pointed by 𝑝*/

Insert(𝑝, <𝑣𝑟𝑜𝑜𝑡, 𝑣>)
10: if 𝑣 is unvisited then
11: GRAPHP(𝑣, 𝑝, 𝑑+1)
12: else
13: Set the vertex 𝑣 as an inner one
14: NewPath(𝑝)
15: end if
16: end if
17: end for
18: else
19: NewPath(𝑝)
20: end if
21: end procedure

traversal. Note that the depth, i.e., 𝑑, (its maximum val-
ue is 𝐷𝑀𝐴𝑋=16 by default) of traversal is bounded (see
line 3) to make the lengths of generated paths not too
skewed. When there is a set of neighbors to be visited,
the one with the highest degree is first chosen aiming to
divide the edges between high-degree vertices together
into a hot path (see lines 5 to 17). The recursively visited
edges of each traversal by a CPU thread are successively
added into the same edge queue (pointed by a pointer 𝑝)
to constitute paths (see lines 9 and 11). Note that the
edge queue is shared by its each traversal and also has
an auxiliary array to indicate the range of its each path
by recording the offset of the first vertex of its each path
in the queue. When a new path will be generated (see
lines 14 and 19), it only needs to record the edge queue’s
offset to store this path’s first vertex. In this way, the
edges are divided into a set of disjoint hot/cold paths.
The vertices are also stored following their original order
on the path, ensuring efficient state propagation along
the path and high locality of vertex processing. Note
that each thread only divides its local subgraph (see
line 4), incurring no communication cost. The generated
paths are ensured to satisfy the constraint defined in
Section 3.1 for less reprocessing cost (see line 14).

During the above stage, some short paths may be gen-
erated by different CPU threads. However, the average
length of the paths is obviously expected to be maxi-
mized for faster convergence speed. Thus, after that, the
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Figure 4. Representation of directed graph on GPUs

paths are rechecked to merge the short ones in a head-
to-tail way for larger average length. To still maintain
the constraint for them, for two paths, if both in-degree
and out-degree of their intersected vertex are more than
one, they are merged only when their intersected vertex
is not an inner vertex (which is not the head/tail vertex
of a path and is identified as line 13) of the other paths.

For less reprocessing cost of paths, a dependency graph
is also created for them when dividing the graph at the
above stage. A DAG sketch is then generated for these
paths via parallelly contracting each SCC of this depen-
dency graph to SCC-vertex. In detail, the dependency
graph is divided into subgraphs and each CPU thread
uses tarjan algorithm [40] to find local SCCs of each
subgraph to generate local DAG via contracting its local
SCCs to SCC-vertices. This step only needs to travel the
dependency graph of paths for exactly once [40]. Then,
tarjan algorithm is used again to further contract the
graph consisting of local DAG sketches into the global
DAG sketch, where each local SCC is taken as a vertex.
The paths are then selectively assigned to partitions.

The highly-connected paths (especially the paths be-
longing to the same SCC-vertex or highly-connected
SCC-vertices which can be concurrently handled) are
tried to be assigned to the same partition for higher
utilization ratio of the loaded data and fewer idle GPU
threads, according to the dependency graph of them.
Note that the short paths with the replicas of the same
high in-degree vertex are also tried to be put together
to be executed over the same GPU thread or fewer ones,
so as to reduce the impacts of write contention among
GPU threads. In addition, the hot paths are also tried
to be put together for higher utilization ratio of GPU
resource, while the remaining cold paths are inserted
into the other partitions. Otherwise, more paths of a par-
tition may be inactive when this partition is handled on
a SMX, because the cold paths may need fewer rounds
to converge than the hot ones.

Storage of Directed Paths. To efficiently store di-
rected graph over GPUs, four arrays are employed. 𝐸𝐼𝑑𝑥

is used to sequentially store the indexes of source vertices
for the directed edges of each directed path along their
order on this path, where each directed edge can be rep-
resented by two successive items of 𝐸𝐼𝑑𝑥. It also means
that less space is required by our approach to store the di-
rected edges than shard-based approach [16, 25], which
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is demonstrated to be the best graph representation
method. The values of the source vertices and the edges
are stored in 𝑆𝑣𝑎𝑙 and 𝐸𝑣𝑎𝑙, respectively. Besides, we also
maintain a separate array named 𝑉𝑣𝑎𝑙 for quick access
to the most recent state value of each vertex. PTable
is also established to describe the information of paths
and contains a field to store the index of each path’s
first vertex. Note that the paths of a partition are stored
in successive items of PTable and 𝐸𝐼𝑑𝑥. Two successive
items of PTable indicate the range of a path. Figure 4
illustrates how to store the directed graph described in
Figure 3(a). In this way, the threads of a warp (assigned
with a partition) can read consecutive data residing in
the global memory, ensuring coalesced accesses to them.

3.2.2 Dependency-aware Path Processing

For some directed graphs, the parallel execution of the
paths may suffer from poor performance on GPUs. First,
some SCC-vertices (or called hub SCC-vertices) have
much more out-edges than the others. The delayed pro-
cessing of their paths may induce under-utilization of
many GPU cores, because many paths are dependent on
them and need to access their results. In addition, the
hub SCC-vertex may be a giant one, which occupies a
major proportion of all graph paths. It needs much longer
time than the other SCC-vertices to repeatedly process
many highly-connected paths for much more rounds in
an iterative way, exacerbating the above problem. Sec-
ond, when processing the paths, the GPU threads may
face low parallelism and high communication cost, due
to the skewed lengths of the generated paths and high
synchronization cost (e.g., heavy write contention and
interleaved communication). In the following part, we
show how to tackle these challenges.

Dependency-aware Path Dispatching for Multi-
GPUs. For efficient parallel processing, it firstly divides
the DAG sketch into layers and assigns each SCC-vertex
with a layer number, where the SCC-vertices at each
layer only depend on the SCC-vertices at the lower layer.
After that, the paths are tried to be asynchronously
dispatched to GPUs for parallel processing layer by lay-
er. In detail, when some SMXs become idle, the paths
represented by the active SCC-vertex with the smallest
layer number are first dispatched from the host to the
idle SMXs for parallel processing. The paths represented
by some SCC-vertices (e.g., the giant SCC-vertex) may
be concurrently executed over SMXs of multiple GPUs,
while the paths represented by several small SCC-vertices
may be executed over a SMX. For higher parallelism, the
processing order of the SCC-vertices at the same layer
is arranged in descending order according to the total
number of paths in their successive active SCC-vertices.
Then, more successive paths are able to be handled when
some SMXs become idle.

Core 1

Thread 

T1

Shared Memory

Path 1

Core 2

Thread 

T2

Path 2 Path 3

… …

Path 4

SMX

Figure 5. Concurrent path processing over each SMX

The above path dispatching from the host memory
to the GPU memory is done in batches for low traffic.
To overlap memory copy and kernel execution, multiple
streams are created for the transfer of paths using Hyper-
Q of GPU. The number of streams is expected to be
𝑁𝑚=𝑀𝐺

𝑆𝑏
, where 𝑀𝐺 is the global memory size of a GPU

and 𝑆𝑏 is the size of each batch. Besides, for the running
paths, their successive paths are also transferred to the
related GPU in advance. By such means, GPU kernels
can be immediately launched to handle these successors
on SMXs without the delay to fetch them from the host
memory, when the running paths are inactive.

For lower communication cost, the results of each path
for its successors are tried to be buffered in the global
memory of the related GPU. The paths represented by
each active SCC-vertex are always tried to be dispatched
to the GPU with the most number of its direct precur-
sors. By such means, the processing of its paths needs
less communication cost to access the results of those
precursors. When the global memory of a GPU is not
enough to buffer the results, some need to be transferred
to the other GPUs or the host memory. In order to max-
imize the performance, the buffered results of the paths
represented by a SCC-vertex are swapped out of a GPU
when this SCC-vertex has the least number of active
direct successors on this GPU. Note that the results
of the paths represented by a SCC-vertex may never
need to be accessed and can be written back to the host
memory, when all of its direct successors are inactive.

Work Stealing for Balanced Load between S-
MXs. Some SMXs may be released by early convergent
paths at runtime. Thus, the paths of the overloaded
SMXs should be dynamically stolen to the free SMXs
so as to ensure load balancing between SMXs. In detail,
the set of suspended paths (e.g., the ones represented
by the giant SCC-vertex) are allowed to be evenly di-
vided into several subsets. After that, these subsets are
asynchronously stolen to the free SMXs to assist their
processing, where the paths are always tried to be first
stolen to the free SMX on the local GPU. Then, the sus-
pended paths can quickly converge and their successive
paths can be handled as early as possible, due to more
parallelism and higher locality.

Asynchronous Path Processing on SMX. After
that, the GPU threads on each SMX concurrently handle
its paths. However, the lengths of the generated paths
may be skewed. Because the GPU threads of a warp
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execute the same instruction in lock-step fashion, when
different-sized paths are assigned to be handled by GPU
threads on the same SMX, it eventually leads to under-
utilization of this SMX for the imbalanced load among
these GPU threads, although it can get balanced load
between different SMXs of different GPUs as the above
discussed. Thus, the paths on each SMX are tried to be
evenly assigned to its GPU threads to ensure that the
number of the edges handled by its each GPU thread is
almost equal. It also means that some GPU threads will
be assigned with several short paths when a thread of the
same SMX is assigned with a long path for processing.
Figure 5 gives an example to illustrate it. Note that the
thread assigned with the hot path does not have a heavier
burden than the other ones, although more propagations
are conducted on hot paths, because vertex states are
aggregated on hot-vertices before their propagations.
The number of edges determines each path’s load.

The vertices of each directed path are sequentially
handled by a GPU thread along their order on this path
in each round. The newly calculated state of each vertex
is allowed to be immediately used to update the states
of its successors in the same round. Note that a vertex
may have multiple replicas, which are distributed over
paths. One of the replicas is nominated as the master
(see 𝑉𝑣𝑎𝑙 of Figure 4), while the others are regarded as
the mirrors (see 𝑆𝑣𝑎𝑙 of Figure 4). Each mirror always
sends its new state to its master for state synchronization.
Other mirrors are able to pull the most recent state from
the master for the state updates of their local successors.
However, heavy write contention may still exist be-

tween GPU threads due to many atomic updates of the
state of the same master. Thus, it creates a proxy vertex
in the shared memory of each related SMX for each
vertex with high in-degree, to accumulate the pushed
new states of its local mirrors on the same SMX. The
accumulated results on the proxy vertex are allowed
to be used by these local mirrors to update their suc-
cessors in the same round, and are sent to the master
when the partition assigned to this SMX has been han-
dled. When synchronizing states between vertex replicas,
some partitions need to be repeatedly accessed and high
communication cost is generated, because the messages
(containing the pushed new vertex states) to the vertex
replicas on the same partition may be interleaved with
the messages to the ones on the other partitions. For
lower overhead, after the processing of each partition,
the messages generated on the related SMX are arranged
according to the IDs of the destination partitions before
pushing them, and the ones to the same partition are
propagated together in batches. Then, fewer partitions
are loaded and less communication cost is required for
the state updates of the replicas, because many updates
become successive accesses to the same partition.

3.2.3 Path Scheduling over SMX

On each SMX, the paths are assigned to be handled by
the warp scheduler in a round-robin order by default.
However, different paths have various impacts on state
propagation and incur different volume of useless work,
because of the skewed power-law degree distributions of
the real-world directed graphs. First, more vertex state
propagations are done through the path (e.g. the hot
path) with higher average vertex degree. Second, the
number of active vertices are also skewed on different
paths. Thus, inefficient processing order of paths on a
SMX leads to more redundant work and the vertices
are activated more times to update themselves based on
their neighbors’ stale states, due to slow propagations
of more active vertices’ recent states. Efficient soft path
scheduling strategy is needed for SMX to assign the pro-
cessing order of its paths based on their importance on
state propagation, so as to reduce redundant processing.
It gives each path 𝑝 a soft priority 𝑃𝑟𝑖(𝑝)=𝛼 ·𝐷(𝑝) ·

𝑁(𝑝)−𝐿(𝑝), where 𝐷(𝑝), 𝑁(𝑝), and 𝐿(𝑝) are the average
vertex degree, the number of active vertices, and the layer
number of 𝑝, respectively. 𝛼 = 1

𝐷𝑚𝑎𝑥·𝑁𝑚𝑎𝑥
is the scaling

factor set by the runtime system at graph preprocessing
time to ensure that the path with the smallest value
of 𝐿(𝑝) is given the highest priority, where 𝐷𝑚𝑎𝑥 and
𝑁𝑚𝑎𝑥 are the maximum average vertex degree and the
maximum number of vertices of any path, respectively.
The values of 𝐿(𝑝),𝐷(𝑝), and the initial value of𝑁(𝑝) are
gotten at preprocessing time, while 𝑁(𝑝) is incrementally
updated at the execution time. When a SMX becomes
idle, the set of paths with the largest values of 𝑃𝑟𝑖(𝑝)
are first processed on it and the low-priority paths are
deferred to a later stage, so as to shorten the total
execution time by reducing the amount of redundant
work. Otherwise, the processing of low-priority paths
iteratively activates more useless updates, which will
contend with the high-priority paths for GPU resource.

4 Experimental Evaluation
The hardware platform used in our experiments is a
system with four GPUs. Each of them is NVIDIA TESLA
K80, which totally has 26 SMXs (4992 cores) and 24
GB on-board memory. On the host side, there are 64
GB main memory and four 8-core 2.60 GHz Intel Xeon
E5-2670 CPUs, where each CPU has two 8 GT/s QPI
link and PCI Express 3.0 lanes operates at 16x speed.
The program is compiled by GCC 4.9 and CUDA 8.0
with the -O3 flag. In our experiments, four iterative
directed graph algorithms are employed as benchmarks:
(1) pagerank [29]; (2) adsorption [3]; (3) SSSP [28]; (4) 𝑘-
core [14]. All graph algorithms execute until convergence.
Six real-world directed graphs [1], i.e., dblp-2010, cnr-
2000, ljournal-2008, webbase-2001, it-2004, and twitter-
2010 are used. Table 1 summarizes their characteristics.
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Figure 6. Graph processing time of
DiGraph against DiGraph-t

Figure 7. Graph processing time of
DiGraph against DiGraph-w

Figure 8. Normalized graph prepro-
cessing time of different systems

Table 1. Data Sets Properties
(𝐴𝐷𝑒𝑔 and 𝐴𝐷𝑖𝑠 denote the average degree of all vertices and
the average distance between any two vertices, respectively.)

Data sets #𝑉 𝑒𝑟𝑡𝑖𝑐𝑒𝑠 #𝐸𝑑𝑔𝑒𝑠 𝐴𝐷𝑒𝑔 𝐴𝐷𝑖𝑠

dblp 326,186 1,615,400 4.952 7.35
cnr 325,557 3,216,152 9.879 17.45
ljournal 5,363,260 79,023,142 14.734 5.99
webbase 118,142,155 1,019,903,190 8.633 17.19
it04 41,291,594 1,150,725,436 27.868 15.04
twitter 41,652,230 1,468,365,182 35.253 4.46

To understand the advantages of DiGraph, two other
versions of DiGraph are also implemented and evaluated.
DiGraph-t employs the traditional asynchronous execu-
tion model [4] instead of our path-based asynchronous
execution model. DiGraph-w uses our asynchronous ex-
ecution model yet without using our path scheduling
strategy. Besides, DiGraph is further compared with Gun-
rock (version 0.4) [30, 46] and Groute (version 1.0) [4],
which are the cutting-edge graph processing systems
on multiple GPUs using synchronous and asynchronous
model, respectively. Note that, for fairness, the perfor-
mance of both Gunrock and Groute is tuned to be the
best. All experiments (except Figure 8, Figure 16, and
Figure 17) are evaluated over four GPUs.

4.1 Performance of DiGraph

We firstly show the superiority of our path-based asyn-
chronous graph processing model. Figure 6 gives the
normalized graph processing time of DiGraph compared
with DiGraph-t. We can find that DiGraph always gets
a better performance than DiGraph-t. Take pagerank as
an example. DiGraph reduces graph processing time of
DiGraph-t by about 65.3% over cnr. We find that the
higher convergence speed of DiGraph mainly comes from
much fewer vertex state updates. It is because that, in
the traditional asynchronous model, the stale vertex s-
tates are usually used by multiple GPUs to compute new
states for many vertices. Exceptionally high redundant
work is generated to recalculate the new states for all
these vertices when the stale states are overwritten. In
our path-based asynchronous model, vertex state can be
more quickly propagated along directed paths and each
vertex is also tried to be handled after the convergence
of all its precursors. Consequently, it is able to spare
many redundant vertex updates.

(a) pagerank (b) SSSP
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Figure 9. Execution time breakdown of different systems

Figure 7 depicts the normalized graph processing time
of DiGraph against DiGraph-w so as to evaluate the per-
formance of our path scheduling strategy. As seen in the
figure, our scheduling scheme is able to effectively reduce
the graph processing time. For example, in comparison
with DiGraph-w, DiGraph reduces graph processing time
of pagerank by 33.5% over it04. The main reason is that
our path scheduling strategy enables much fewer redun-
dant vertex updates by first handling the paths which
are important to vertex state propagations.
4.2 Comparison on Multiple GPUs

Existing systems need much cost to preprocess graph on
CPU for less total execution time by ensuring balanced
load and lower communication cost between multiple
GPUs. We firstly evaluate the preprocessing time of
Gunrock, Groute, and DiGraph against that of Gunrock.
From Figure 8, we observe that DiGraph needs slightly
more preprocessing time than the other solutions, where
the preprocessing time of Gunrock is 0.015, 0.032, 0.049,
0.561, 0.762, and 0.809 seconds for dblp, cnr, ljournal,
webbase, it04, and twitter, respectively. It is because
additional overhead is required by DiGraph to concur-
rently divide subgraphs into directed paths by traversing
the original graph for exactly once and to construct the
DAG sketch for these paths by traversing the depen-
dency graph once, where the number of vertices of the
dependency graph is about 3.4%-9.1% of the original
graph. For example, for dblp, the overhead of DiGraph
is about 13% and 8.6% more than Gunrock and Groute,
respectively. Note that DiGraph needs more preprocess-
ing time for it04 and twitter because the ratio of the
dependency graph against the original graph is higher.

However, as shown in Figure 9, for DiGraph, it brings
significant benefits from two aspects as we will see in
later experiments. First, it spares much more rounds
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(a) pagerank (b) adsorption (c) SSSP (d) k-core
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Figure 10. Speedup of different systems against Gunrock over four GPUs

(a) pagerank (b) adsorption (c) SSSP (d) k-core
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Figure 11. Normalized number of updates of different systems against Gunrock over four GPUs

(i.e., much more vertex updates) for iterative directed
graph algorithms, which usually traverse and handle the
original graph for hundreds of rounds for convergence.
Second, it ensures lower communication cost due to fewer
updates and higher utilization ratio of the loaded data.
After that, the graph processing time of Gunrock,

Groute, and DiGraph is evaluated. Figure 10 describes
their speedups against that of Gunrock. As shown in the
figure, Groute gets a better performance than Gunrock
for much lower synchronization cost. For example, for
pagerank, Groute achieves a performance improvement
of 2.03 times in comparison with Gunrock over cnr. In
addition, we also observe that Groute performs better
over cnr than twitter. It indicates that the asynchronous
execution model is much more suitable to the graph with
longer diameter for no barrier between iterations. How-
ever, as observed in the experiments, Groute suffers from
serious overhead to repeatedly handle many partitions
and high communication cost to transfer much unnec-
essary data between GPUs, due to no consideration of
vertex update dependency. For example, the graph pro-
cessing time of adsorption on Groute is about 3.54 times
that of DiGraph over cnr. DiGraph is able to get perfor-
mance improvements of 2.25–7.39 and 1.59–3.54 times
in comparison with Gunrock and Groute, respectively.
To demonstrate the above discussions, the number

of updates for different graph algorithms to converge is
firstly evaluated over different systems. Figure 11 shows
the normalized number of vertex state updates of them
in comparison with that of Gunrock. In this figure, we
make two observations.
First, Groute needs to handle more vertex state up-

dates than DiGraph, although it needs fewer updates

than Gunrock to converge. Taking adsorption over it04
as an example, the number of updates of DiGraph is
only 35.7% of that of Groute. Such a few number of up-
dates of DiGraph mainly comes from faster vertex state
propagation along the directed paths and an efficient
processing order of paths by exploiting the update de-
pendencies of them. Note that most graphs can get great
benefits from the DAG-based optimization, because the
processing of each small SCC may repeatedly incur the
useless processing of the other SCCs (including the gi-
ant SCC) in existing solutions, although the giant SCC
(occupies 3.5%-89.0% of all paths for different graphs)
in the dependency graph may be large.

Second, from Figure 11, we also observe that DiGraph
gets much better performance on the directed graph with
longer average distance. For example, for PageRank, the
number of updates needed by DiGraph is only 36.9% of
Groute over cnr, while the ratio is 60.7% over twitter.
It is because that both Gunrock and Groute need much
more rounds to propagate vertex states for convergence
when the average distance between any two vertices
is longer. However, the number of rounds required by
DiGraph is determined by the average number of paths
traversed by its vertex state propagations. Its value is
usually much fewer than the number of rounds needed
by both Gunrock and Groute when the average distance
is longer. Assume two opposite extreme scenarios. If the
diameter of the graph is one, the performance of DiGraph
degenerates to that of DiGraph-t, i.e., its efficiency is the
same as the traditional one. If the graph only contains
one path, DiGraph only needs to handle the graph once,
while the number of rounds of both Gunrock and Groute
may be equal to the length of the path. Note that the
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Figure 12. Normalized traffic vol-
ume of pagerank on four GPUs
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Figure 13. Normalized utilization
ratio of loaded data against Gunrock
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Figure 14. Impacts of the ratio of
bi-directional edges
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Figure 15. GPU utilization ratio of pagerank
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Figure 16. Comparison of scalability over webbase

average lengths of the generated paths in DiGraph are
4.2, 10.9, 3.8, 9.7, 9.4, and 3.5 for dblp, cnr, ljournal,
webbase, it04, and twitter, respectively.

Figure 12 gives the traffic volume (including the vol-
ume of data transferred between GPUs and the volume
of data loaded into GPU core) of pagerank. Obviously,
under any circumstances, the traffic volume of DiGraph
is less than both Gunrock and Groute. There are two
main reasons. First, DiGraph needs much fewer vertex
updates to converge than the other systems and also
only needs to access a few paths for exactly once when
processing a path. Second, DiGraph ensures higher uti-
lization ratio of the loaded data than them. Figure 13
describes the ratio of the total number of used times
of all vertices to the total number of loaded vertices
for pagerank over Gunrock, Groute, and DiGraph, re-
spectively. We can observe that the ratio of DiGraph
is higher due to efficient graph partitioning and path-
based processing/scheduling. It indicates that less time
is wasted on the loading of useless data.

Finally, Figure 14 also depicts the impacts of the ratio
of bi-directional edges on pagerank over different sys-
tems via adding directed edges on webbase. We observe
that pagerank still gets benefits from our approach, al-
though all edges are bi-directional ones. Note that only
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Figure 17. Total execution time of pagerank on webbase

dependency-aware path dispatching scheme is infeasible
under such condition.
4.3 Scalability over Multiple GPUs

We firstly evaluate the average GPU utilization ratios of
different systems. As depicted in Figure 15, the ratios of
both Groute and DiGraph are higher than Gunrock. For
example, for each round of pagerank over cnr, the ratio
of Gunrock is only 75.8% and 63.4% of those of Groute
and DiGraph, respectively. As observed, the main reason
is that Gunrock suffers from skewed load distribution
of active vertices and the barriers between iterations.
However, both Groute and DiGraph use the asynchro-
nous graph processing way and have no barrier between
iterations, which contributes to the higher utilization
ratio of GPU. Besides, DiGraph usually enables higher
utilization ratio than Groute for less data access cost.

It also means better scalability of them than Gunrock
as shown in Figure 16, which gives the graph process-
ing time of pagerank and SSSP over Gunrock, Groute,
and DiGraph. For example, when the number of GPUs
increases from one to four, graph processing time of
pagerank is only reduced from 8.2 to 4.4 seconds over
Gunrock, while its speedups over DiGraph and Groute
are up to 2.7 times and 2.3 times, respectively. It al-
so shows that the scalability of Groute is poorer than
DiGraph, because Groute needs to handle much more
vertex updates (more communication cost is also gener-
ated) when the number of GPUs is larger. Figure 17 also
shows the total execution time of pagerank on webbase
under different number of CPU threads to preprocess
graph and different number of GPUs to concurrently
handle graph. The results show that the preprocessing
step of DiGraph also has good scalability as the others,
and DiGraph still gets better performance.
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5 Related Work
CPU-based Graph Processing Systems. Pregel [27],
as the earliest one of typical distributed systems [9,
21, 24, 35, 38, 41, 55], expresses iterative graph algo-
rithm as multiple iterations for simple programming.
GraphLab [23], FBSGraph [52], and CoRAL [42] asyn-
chronously execute graph algorithm without the global
barrier, getting faster convergence speed and lower syn-
chronization cost than the synchronous model used in
Pregel. PowerGraph [8] evenly divides graph edges into
partitions and uses a Gather-Apply-Scatter (GAS) model
to handle vertex-programs over edges for balanced load.
Lazygraph [45] proposes a lazy data coherency for repli-
cas for lower synchronization cost. PowerSwitch [48] uses
a hybrid execution mode the optimal performance. Tur-
boGraph++ [18] uses the nested windowed streaming
model for distributed graph processing with no compro-
mising of scalability or efficiency.
Meanwhile, disk-based systems [2, 5, 10, 19, 32, 43]

are also designed to support graph processing on PC for
cost effectiveness. GraphChi [20] uses a parallel sliding
windows method to reduce random I/O accesses. X-
Stream [33] employs an edge-centric model for low data
access cost via sequential access of edges. GridGraph [57],
PathGraph [49], and NXgraph [6] propose two-level hi-
erarchical partitioning scheme, tree-based partitioning
scheme, and destination-sorted subshard structure for
high locality, respectively. Gorder [47] tries to place ver-
tices with common in-neighbors closer in the memory
for better spatial locality. HotGraph [51] and Wonder-
land [50] constructs backbone structure to serve as a
fast track for cross-partition state propagation for faster
convergence speed. DGraph [53] is a system dedicated
to disk-based directed graph processing by reducing I/O
overhead, however, also suffers from ineffective vertex
state propagation along directed paths and high runtime
overhead. GraphGrind [39] try to reduce the impacts of
graph partitioning on NUMA platform. Mosaic [26] uses
Hilbert-ordered tiles to represent graph and a hybrid
execution model to utilize CPU and coprocessors.

GPU-based Graph Processing Systems. Recent-
ly, several systems [7, 11, 15, 17] are proposed to exploit
powerful ability of the GPU for graph processing. As one
of the earliest GPU-based systems, Medusa [54] demon-
strates the potential of graph processing on GPUs. For
coalesced memory access and high GPU utilization ratio,
CuSha [16] proposes two novel graph representations, i.e.,
G-shards and concatenated windows. Tigr [34] tries to
translate an irregular graph into a regular representation
way for efficient processing on GPU. GraphReduce [36] ef-
ficiently integrate the heterogeneous parallelism of CPU
and GPU for efficient graph processing by adopting a
hybrid GAS model. Garaph [25] ensures balanced vertex
replication for low write contention.

On the other hand, some systems are designed for
graph processing on the platform with multiple GPUs.
Lux [13] utilizes the aggregate memory bandwidth across
a multi-GPU cluster for efficient graph processing. GP-
MA+ [37] tries to efficiently support dynamic graph
processing on GPUs by maximizing coalesced memory
access. Gunrock [30, 46] uses a bulk-synchronous data-
centric frontier-focused abstraction to naturally map
graph processing to GPU. It is also extended to sup-
port efficient graph processing on multiple GPUs by
using direction optimizing traversal and a just-enough
memory allocation scheme. However, these synchronous
methods suffer from slow vertex state propagation, im-
balanced load, and under-utilization of multiple GPUs
for strict synchronization between iterations. Therefore,
Groute [4] is designed to use asynchronous execution
model, where the computation and communication of
each GPU thread can be done without waiting for oth-
er GPU threads to reach global barriers. However, it
faces exceptionally high cost to repeatedly handle many
vertices and also to transfer much unnecessary data.

6 Conclusion
This paper observes important characteristics of vertex
update dependency in iterative directed graph process-
ing, which enable faster convergence speed and much
lower redundant data access overhead over GPUs. A
path-based asynchronous execution model is proposed
and several fundamental challenges are then tackled to
take advantage of the observations, so as to improve the
performance of GPU-accelerated iterative directed graph
processing. Experimental results show that our method
outperforms the state-of-the-art solutions for iterative
directed graph algorithms over multiple GPUs. In the fu-
ture, we will research how to reduce the communication
cost between GPUs for our system via using NVLink,
how to extend our approach to efficiently support the
analysis of evolving directed graph on GPUs, and also ex-
tend it so as to efficiently exploit the parallelism of both
CPU and GPUs for large-scale directed graph processing.
In addition, we will also use our observations to guide
the design of ASIC accelerator (e.g., ReRAM-based ac-
celerator) for directed graph processing for much better
performance yet with much lower energy consumption.
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