Improving Execution Efficiency of Just-in-time Compilation based Query Processing on GPUs

Johns Paul  
National University of Singapore  
idsjp@nus.edu.sg

Shengliang Lu  
National University of Singapore  
lusl@nus.edu.sg

Bingsheng He  
National University of Singapore  
hebs@nus.edu.sg

Chiew Tong Lau  
Nanyang Technological University, Singapore  
asctlau@ntu.edu.sg

ABSTRACT

In recent years, we have witnessed significant efforts to improve the performance of Online Analytical Processing (OLAP) systems on graphics processing units (GPUs). Most existing studies have focused on improving memory efficiency since memory stalls can play an essential role in query processing performance on GPUs. Motivated by the recent rise of just-in-time (JIT) compilation in query processing, we investigate whether and how we can further improve query processing performance on GPUs. Specifically, we study the execution of state-of-the-art JIT compile-based query processing systems. We find that thanks to advanced techniques such as database compression and JIT compilation, memory stalls are no longer the most significant bottleneck. Instead, current JIT compile-based query processing encounters severe under-utilization of GPU hardware due to divergent execution and degraded parallelism arising from resource contention. To address these issues, we propose a JIT compile-based query engine named Pyper to improve GPU utilization during query execution. Specifically, Pyper has two new operators, Shuffle and Segment, for query plan transformation, which can be plugged into a physical query plan in order to reduce divergent execution and resolve resource contention, respectively. To determine the insertion points for these two operators, we present an analytical model that helps insert Shuffle and Segment operators into a query plan in a cost-based manner. Our experiments show that 1) the analytical analysis of divergent execution and resource contention helps to improve the accuracy of the cost model, and 2) Pyper significantly outperforms other GPU query engines on TPC-H and SSB queries.

1 INTRODUCTION

In recent years, we have witnessed a significant effort in improving the performance of Online Analytical Processing (OLAP) systems on graphics processing units (GPUs) [17, 21, 22, 32, 35, 38]. More recently, JIT compilation-based systems (hereafter referred to as compiled systems) [5–7, 11] have evolved as the state-of-the-art query execution systems on GPUs. JIT compilation has the major advantage to reduce unnecessary materialization of intermediate data at operator/kernel boundaries within query pipelines and to reduce the instruction count within GPU kernels. On the other hand, many efforts have focused on improving the memory efficiency since memory stalls play an important role in query processing performance on GPUs [13, 15–18, 36]. Given all these optimizations, it is time to revisit the query execution on GPUs and identify the opportunities to improve query processing performance on GPUs.

Taking a closer look at existing compiled systems [5–7, 11], we find that they work by first breaking down the query plan associated with each query into pipelines and then generating a single kernel for each pipeline of relational operators. We refer to this compilation strategy as a monolithic approach, since it generates a monolithic kernel for each pipeline. While this monolithic approach eliminates the amount of intermediate data materialization, we have identified two major performance issues.

First, the generated kernels in the monolithic approach often have a large number of nested branch instructions per kernel. Hence, the thread warps executing the kernels generated by the monolithic approach can have a high degree of divergence, resulting in poor utilization of a large number of GPU cores.

Second, the high resource requirements of the generated kernels lead to low parallelism on GPU. Overall, the monolithic approach generates kernels containing multiple relational operators, which require even more registers and shared memory resources. That means the monolithic approach exaggerates the problem of resource contention on the GPUs since threads can only be scheduled for execution on GPUs if there are enough free hardware resources available. Therefore, the monolithic approach also leads to degraded parallelism on GPUs and cannot fully utilize the large number of parallel cores on the GPU.

To demonstrate the impact of the two execution efficiency issues, we present the execution time breakdown of the code generated from the monolithic approach for TPC-H [1] (queries without subquery) and SSB [3] in Figure 1. We divide the execution time into three components: 1) estimated overhead of divergence, 2) estimated overhead of resource contention, and 3) others. The overhead...
Thus, we develop a cost model to guide the optimal use of Shuffle and Segment operators. The challenge is that we need to estimate parallelism. The benefits of the two operators come with overheads. Gerf pipelines with lower resource usage but much higher thread to split a pipeline that has overwhelming resource usage into several pipelines with lower resource usage but much higher thread utilization during query execution. Specifically, Shuffle is applied to a pipeline to reduce the execution divergence. Segment is used to split a pipeline that has overwhelming resource usage into several pipelines with lower resource usage but much higher thread parallelism. The benefits of the two operators come with overheads. Thus, we develop a cost model to guide the optimal use of Shuffle and Segment operators. The challenge is that we need to estimate the impact of divergence and resource contention, which have been overlooked in the previous studies [14, 15].

The major contributions of this paper are as follows.

- We study the efficiency of current JIT compilation-based query processing approaches and identify their severe under-utilization of GPU hardware due to divergent execution and degraded parallelism arising from resource contention.
- We propose Pyper to address the execution efficiency issues of existing JIT compilation-based systems, by introducing two new operators (Shuffle and Segment) and an analytical model to determine the usage of the two operators in a cost-efficient manner.
- We conduct in-depth experiments demonstrating the benefit of using the Shuffle and Segment operators as well as the accuracy of our analytical model. Our experiments show that Pyper is able to improve the performance of TPC-H and SSB queries on average by 1.60x and 1.52x, compared to Hawk [5]. Pyper further achieves 5.01x and 2.55x performance improvement over Omnisci [2] for TPC-H and SSB queries respectively.

The rest of this paper is organized as follows. In Section 2.1, we present the GPU hardware’s background and the related work on JIT query compilation. We then present the architecture design of Pyper in Section 3. We present the details of the analytical model and query optimizer in Sections 4 and 5, respectively. We present the experiments in Section 6 and conclude in Section 7.

### 2 BACKGROUND AND RELATED WORK

#### 2.1 GPU Hardware & CUDA

A single GPU consists of multiple streaming multiprocessors (SMs), each of which consists of multiple CUDA cores. All CUDA cores in an SM share resources like the registers and shared memory. Due to this sharing, the workload scheduler in GPU only schedules new threads for execution on an SM, if there are enough registers and shared memory resources available. GPUs also have an L2 cache and a global memory that are shared among all the SMs. Each thread block is given exclusive access to shared memory, i.e., data in shared memory cannot be shared across different thread blocks.

Warp-at-a-time execution model: In the CUDA programming model, a program executed by the GPU is known as a kernel. A kernel is executed as a grid of thread blocks, which can further be divided into warps (groups of 32 threads). Each thread block is assigned to a single SM, and the CUDA cores inside each SM executes the threads in a SIMD fashion, at the granularity of a single warp. Hence, during any given execution cycle, an entire warp of threads can only execute a single instruction. That means, during each instruction issue cycle, only threads that can execute the same instruction will be activated, and the resources allocated to the other threads would be wasted. Thus, branch divergence can be a serious performance issue on GPU executions.

Resource constraints per thread: For the efficiency of GPU executions, registers, and shared memory are the key resources that constrain the number of parallel thread executions. Warps can only be scheduled for execution on GPUs if there are enough free hardware resources available.

#### 2.2 JIT Query Compilation

JIT compilation-based systems (hereafter referred to as compiled systems) [5–7, 11] have been developed to further reduce unnecessary materialization of intermediate data at operator/kernel boundaries within query pipelines and to reduce the instruction count within GPU kernels. In the following, we review the related work of JIT-based query engines on GPUs (more related work can be found at our technical report [29]).

LLVM based database systems like Voodoo [31], HetExchange [6], HAPE [7]. OmniSci (formerly known as MapD) and OpenCL based HorseQC [11] and Hawk [5] were proposed to generate optimized executable code for heterogeneous systems containing both CPUs and GPUs. Both Voodoo [31] and Hawk [5] attempt to generate code to execute on a variety of parallel architectures. HetExchange [6] developed abstraction for device-oblivious operators and exploited the heterogeneous parallelism of modern servers with multiple CPUs/GPUs. HorseQC [11] extends the operator-at-a-time approach by...
fusing multiple operators together for better bandwidth utilization. An industrial startup OmniSci [27] developed its code generation following Hyper [25, 26].

More recently, DogQC [12] proposed techniques to address divergence in query execution on GPUs. We highlight our technical contributions over DogQC. First, compared with DogQC, Pyper has a cost model to help determine the optimal insertions of the Shuffle and Segment operators. This is important because the unnecessary insertion of these operators can lead to severe performance degradation. Second, Pyper adopts more efficient implementations for the Shuffle and Segment operators. The Shuffle implementation in DogQC is only capable of re-distributing the workload within a single warp even though the re-distribution is done via shared memory. This is insufficient because a single straggler warp within a thread block can prevent the entire block from releasing the resources allocated to it, leading to unnecessary inefficiencies. By re-distributing the workload over an entire thread block, Pyper can better address this inefficiency. Further, the use of buffered writes also helps improve the efficiency of the Segment operator in Pyper when compared to DogQC.

There have been previous studies beyond query processing, on workload divergence and resource contention. Some examples include financial modelling [37], sparse matrix computations [4, 9] and graph processing [19, 33]. In contrast, this paper focuses on query processing with JIT code generation where the execution pipeline is not specific to certain applications, rather being generated at run-time according to input queries. Further, our work develops a cost model to guide the optimizations of query pipelines.

2.3 Motivations

While those approaches have reduced the overhead of materializing intermediate data in the pipeline execution, such monolithic designs do not fully consider the GPU architecture features like 1) their warp-at-a-time execution model and 2) their severely resource-constrained hardware design. Hence, the code generated by these implementations often encounters severe under-utilization of GPU hardware due to divergent execution and resource contention among threads, as discussed in Section 1.

Example. In Figure 2, we use TPC-H query 10 with minor modifications (for simplicity of presentation) to demonstrate the working of the existing compiled systems. As shown in the figure, existing systems segment the query plan into different pipelines at predefined blocking/non-pipelineable operators (e.g., prefix sum, hash build, and aggregate) and then generate a single kernel for each one of these pipelines. Note, we will be using a pipeline similar to P1 as a running example throughout the rest of this study to demonstrate the inefficiencies of existing systems and the benefits of the techniques proposed in this study.

The divergence is mainly caused by the multiple nested loops in the kernel, e.g., P1 in Figure 2. Not every tuple will go through all the loops, and thus GPU threads executing P1 may have different code paths. A group of 32 GPU threads is a warp, and the GPU cores sharing the same instruction issue unit can only execute the threads within the same warp during each instruction issue cycle (in a SIMD fashion). When the threads within a warp diverge or follow different code paths (e.g., due to branching), their execution gets serialized. In the worst case, the execution time can be the sum of the execution times of all executed code paths.

As for high resource consumption of the monolithic approach, the kernel generated corresponding to P1 in Figure 2 needs to store hash tables or hash buckets headers corresponding to three different join operators in its shared memory and hence require significantly more shared memory resource when compared to fine-grained kernels containing a single join operator.

For simplicity purposes, we will use the pipeline P1 as the example used for the rest of the paper to demonstrate our techniques.

3 DESIGN OF PYPER

To solve the performance issues of divergent execution and resource contention in the monolithic approach, we propose Pyper, a JIT compilation-based query processing system designed for GPUs. In the following, we first give a system overview of Pyper and then present the detailed design and implementation of Shuffle and Segment operators.

3.1 Overview

Figure 3 provides an overview of the architecture design of Pyper. As shown in the figure, Pyper is developed by augmenting a physical query plan generated from existing compiled systems [7, 20]. Specifically, we have the following featured components.

- Two plan transformation operators, Shuffle (Section 3.2) and Segment (Section 3.3). They can be inserted into a physical query plan, to help reduce the divergent execution and resource contention among threads. We designed these operators such that they can be inserted into any query pipeline, without modifying the implementations of the other physical, relational operators. Moreover, we develop efficient designs in order to reduce their runtime overheads.

- An analytical model (Section 4), which is capable of estimating the execution cost of a pipeline of relation operators. Our model has non-trivial extensions over the existing GPU analytical model [30] by developing a cost analysis of divergent executions and resource contention.

- An augmentation optimizer (Section 5), which uses the analytical model and a branch and bound based optimization
### 3.2 Shuffle Operator

The Shuffle operator is an operator that can be inserted between two relational operators (producer and consumer). It buffers the tuples from divergent warps from the producer operator and consolidates the input tuples to the consumer operator in the pipeline so that the execution of the consumer operator has the reduced divergence among the threads within the same warp. Thus, this paper focuses on the warp divergence brought by the divergent execution path of multiple operators in a pipeline. The divergence within an operator (mainly branch divergence) is not the main focus of this paper. Specifically, we focus on the divergence when different threads are assigned different amounts of work. For example, the number of tuples selected for processing in the next operator after a filter predicate can vary across threads, resulting in divergence among the threads of executing the operators after the filter. The same applies to a series of hash probe operations where different threads could end up generating different numbers of output tuples depending on the join selectivity.

**How does Shuffle reduce divergent executions?** To demonstrate the benefit of using the Shuffle operator, we present an example execution of the warps executing the pipeline $P_1$ (shown on the left of Figure 4) from the previous example query. We assume a warp size of 4 and the uniform selectivity of 50% per operator for this example for simplicity. We now look at the execution of the pipeline with and without inserting Shuffle operators.

**Without Shuffle:** Due to 50% selectivity of $s_{a\rightarrow b}$ and $s_{c\rightarrow d}$, only 50% and 25% threads in each warp will be allocated work in hash probes of $s_{c\rightarrow d}$ and $s_{f\rightarrow g}$ respectively. Such workload imbalance leads to the poor overall utilization of the GPU hardware since only a small subset of threads in each warp are allocated work.

**With Shuffle:** Inserting a Shuffle operator between each pair of relational operators in $P_1$ forces the workload to be concentrated over fewer warps executing at 100% efficiency, as shown in Figure 4. This helps make more efficient use of the GPU hardware since warps without any work can be quickly swapped out, allowing other warps to execute.

**Lightweight Shuffle on the GPU.** Now, re-balancing the workload in a lightweight manner is a non-trivial task. Consider a producer-consumer operator pair in the pipeline (denoting $O_p$ and $O_c$ as the producer and consumer operators, respectively). The Shuffle operator is inserted into this pipeline so that the output from $O_p$ (which is sparsely distributed across the threads) is consolidated into a smaller number of warps, thus reducing the divergent execution in $O_c$. A potential implementation of the Shuffle operator is to simply gather the outputs from $O_p$. While this implementation helps eliminate divergent execution, it has severe efficiency issues. This is because the implementation is blocking and thus causes unnecessary intermediate result materialization of all the tuples between $O_p$ and $O_c$.

To overcome these inefficiencies, we develop a lightweight approach that takes advantage of GPU hardware features to implement Shuffle. We have the following design rationales. First, our implementation completely avoids blocking across thread blocks, thus avoiding costly synchronizations using GPU global memory. Second, warps that do not encounter high levels of divergence are prevented from participating in the re-assignment of the workload, thus minimizing the synchronization within a thread block and global memory accesses. Third, we make use of GPU specific low overhead intrinsics to implement the Shuffle operator. Listing 1 illustrates the implementation of the Shuffle operator, which consists of the following two stages: voting and shuffling.

**Voting Stage:** During the voting stage, each thread votes using the __ballot instruction to reach a consensus on whether there is workload divergence within the warp (Lines 6–9). The GPU voting intrinsics are very efficient, each executing within a single cycle. __ballot(vote) in Listing 1 generates a 32-bit integer where the $i^{th}$ bit is set to 1 if the $i^{th}$ thread has a valid input tuple assigned to it (i.e., vote = 1). The __popc instruction is another intrinsic to compute the number of bits in this value that has been set to 1. In summary, __popc(__ballot(vote)) computes the number of threads that been assigned tuples for processing in each warp (actThreadsW). Finally, Lines 10 and 11 keeps track of the number of threads that are assigned with tuples within an entire block using a variable in shared memory (actThreadsB).

**Shuffling Stage:** During the shuffling stage (Lines 13–26), the workload is redistributed based on the consensus reached in the
voting stage. We can perform workload shuffling at different levels, which come with different benefits and overheads. Particularly, the shuffling across the entire kernel (named grid-level) achieves the most divergence reduction but has a high overhead. In contrast, the shuffling within a thread block (named block-level) achieves reasonable divergence reduction among the warps within a thread block but has relatively low overhead. We use grid-level shuffling (Lines 14 – 17) or block-level shuffling (Lines 19 – 26), based on the level of divergence encountered by the threads.

- Grid-level shuffling requires moving tuples across multiple thread blocks and is costly due to the use of GPU global memory. The threshold for Grid-level shuffling ($GridT$) depends on the GPU hardware as well the downstream operator. This is because the Grid-level shuffling is beneficial only when the additional cost of global memory use is more than compensated by the reduced divergence in the downstream operators. Hence, during system initialization, Pyper profiles the GPU hardware and determines the benefit of Grid-level shuffling for the supported relational operators. Finally, to avoid deadlocks and blocking execution across thread blocks, each thread block executing the GridShuffle function checks a global buffer (global_shuffle_mem) and either 1) picks up tuples from the buffer and redistributes them across its threads or 2) writes the tuples held by its threads into the buffer if there are not sufficient tuples already in the buffer for redistribution. The last set of thread blocks that will be scheduled for execution only picks up tuples from the buffer to ensure correctness.

- Block-level shuffling is more frequently used by Pyper and helps address more moderate levels of divergence (which is often encountered in common analytical workloads). Based on our experiments, we consider a warp as requiring block-level shuffling if a warp (32 threads) achieves less than 75% occupancy on the GPU hardware (i.e., $BlockT = 24$). Overall, if more than 2 warps are requiring block-level shuffling within a thread block (i.e., numWarp > 2 as shown in Line 22), then the Shuffle operator invokes the BlockShuffle. BlockShuffle is implemented as an efficient filter process described in the previous study [10]. Note, we use variables in shared memory and registers to invoke and perform the block-level shuffling, making it highly efficient. The output of BlockShuffle is the number of valid input tuples for this thread block. After BlockShuffle, all valid tuples are stored consecutively, thus avoiding any divergence in the next/downstream operator.

Even though we have a very efficient implementation for Shuffle, this operation still leads to an increase in the kernel resource requirements. Hence, the insertion of a Shuffle will be used only when it is beneficial for the performance. To further, minimize the overhead, the code corresponding to grid-level shuffling (Lines 10 – 17) is only generated as part of the Shuffle operator when extremely low levels of execution efficiencies are encountered. We leave these decisions to the cost model and augmentation optimizer.

### 3.3 Segment Operator

The Segment operator is to split a pipeline into two smaller pipelines. It can be inserted into a long resource-constrained pipeline, split into two smaller pipelines with lower resource requirements. The monolithic approach aggressively fuses relational operators in the same pipeline and compiles it into a single kernel on the GPU. Such a kernel usually has high resource requirements, resulting in low occupancy rate of GPU and degraded parallelism, which makes it difficult for modern GPU hardware to hide memory latency. We find that the Segment operator is desirable to split monolithic kernels and improve the GPU’s utilization.

In this paper, we consider two major constrained resources on the GPU: registers and shared memory. Modern GPUs have limited sizes of shared memory and register files that need to be shared across a large number of threads. For example, the NVIDIA V100 GPU used in our experiments is configured with 64KB shared memory and 256 KB registers per SM, which needs to be shared among 64 active warps to ensure complete occupancy of each SM.

Consider $P_1$ in Figure 2, where the pipeline consists of two hash probe and one hash build operator. Assuming each operator needs to keep the hash table in the GPU shared memory, the thread block executing the kernel corresponding to the pipeline would require 33 KB of shared memory per thread block, as shown in Figure 5a. If this query plan runs NVIDIA V100 GPU, the pipeline can only achieve a maximum theoretical occupancy rate of 50%.

**How does Segment improve the parallelism?** To understand how the use of the Segment operator helps address the above inefficiency, we present Figure 5b, in which a Segment operator is inserted into the pipeline $P_1$ between two of its hash probe operators. The insertion of the Segment operator at this point splits $P_1$ into two smaller pipeline fragments: $P'_1$ containing hash probe of $\approx_{w, ab}$ and $P''_1$ containing hash probes of $\approx_{w, end}$ and $\approx_{f = g}$. Such a split means that the resulting pipeline fragments $P'_1$ and $P''_1$ only require 16 KB and 17 KB of shared memory respectively, which enable $P'_1$ and $P''_1$ to achieve a theoretical occupancy rate of 100% individually. Hence, by inserting the Segment operator into the pipeline, we can generate kernels that achieve significantly better occupancy rate and in turn, better utilization of GPU hardware. In the following, we present a lightweight design for Segment.

**Lightweight design for Segment.** Overall, the Segment operator is implemented as a **blocking** operator with a write ($Segment(W)$)

---

### Listing 1: Simplified code for Shuffle operator

```c
int vote = 0

if (tuple != nil) vote = 1

int actThreadsW = 0;

if (tidInWarp == 0) //tidInWarp: threadID in warp.
    atomicAdd(actThreadsW, actThreadsW);

/* Shuffling Stage */
if (actThreadsW >= GridT) {
    shuffle_mem[tidInBlock] = tuple;
    global_shuffle_mem[tidInBlock] = tuple;
    shuffle_mem[tidInBlock] = tuple;
}
else if (actThreadsW <= GridT) {
    atomicAdd(numWarp, 1);
    numValid = BlockShuffle(shuffle_mem);
    if (tidInBlock < numValid) {
        tuple = shuffle_mem[tidInBlock];
    }

    /* Voting Stage */
    int vote = 0;

    if (actThreadsB <= GridT) {
        if (tuple != nil) vote = 1
        atomicAdd(actThreadsB, actThreadsB);
    }
    if (numWarp > 2) {
        shuffle_mem[tidInBlock] = tuple;
        if (tidInBlock < numValid) {
            tuple = shuffle_mem[tidInBlock];
        }
    }
}
```
and a read (Segment (R)) stage, as shown in the example of Figure 5b. When generating code for the pipeline fragments of a pipeline split using the Segment operator, the code for the write stage is generated in the kernel corresponding to the upstream pipeline fragment, and the code for the read stage is generated in the kernel corresponding to downstream pipeline fragment.

The write stage of the Segment operator includes the instructions to collect all the tuples generated by the downstream operator and writes this data into the GPU global memory; whereas the read stage includes the instructions to read the data written by the write stage from the global memory and pass this data to the upstream operator in the query plan. We optimize write with write buffer [28], which writes the output in batches rather than per tuple. For read, we take advantage of coalesced memory accesses to improve bandwidth utilization.

The usage of the Segment operator has runtime overhead due to the materialization of the data into GPU global memory between the write and read stages of the Segment operator. Hence, the Segment operator should only be used when it can improve the overall performance. This will be determined by the cost model in the next section.

The idea of the segment operator in Pyper is similar to previous studies [8, 23, 34], with the following major differences. First, the segment operator in Pyper is inserted to minimize resource contention in the generated code, whereas previous studies have different purposes, such as vectorization opportunities [8, 23]. Second, our segment implementation is designed specifically for GPUs and is more efficient for GPU hardware due to its use of local buffering and coalesced writes. Third, comparison to previous studies, this study has an efficient cost model to determine the optimal insertion point (with the awareness of the resource contention of the generated code) of the Segment operator.

4 ANALYTICAL MODEL

There have been several studies on building cost models to estimate the execution time of a query plan on the GPU [14, 15]. However, these studies fail to effectively account for the impact of divergent execution and resource contention. As we demonstrated in Section 1, the overhead of divergent execution and resource contention can contribute to over 50% of the total execution time in the monolithic approach. Thus, this paper extends the previous model to handle divergent execution and resource contention in JIT compilation-based query plans.

It is a non-trivial task to build a cost model that accounts for divergent execution and resource contention. This is because the impact of these factors depends on a variety of factors like characteristics of the GPU hardware, relational operators in the query plan and the input data. To resolve these complexities in building an analytical model, we have the following rationales.

First, instead of building an analytical model from scratch, we use the previous model [30] in estimating the cost of a pipeline execution, and then extend this model to estimate the impact of divergent execution and resource contention. To account for divergent execution, we need to model the number of active threads per warp in each operator, and then estimate the divergent execution for the entire pipeline. The major impact of resource contention is the degree of thread parallelism, which is a key factor for the performance in the execution unit and memory sub-system of the GPU.

Second, we treat the cost analysis for Shuffle and Segment operators the same as other relational operators. Hence, any query plan augmented by the insertions of Shuffle and Segment can be analyzed in uniformly.

Table 1: Notations in the cost model

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>A pipeline in the query plan</td>
<td>Query Plan</td>
</tr>
<tr>
<td>(</td>
<td>P</td>
<td>)</td>
</tr>
<tr>
<td>( O_i )</td>
<td>( i )th operator in ( P )</td>
<td></td>
</tr>
<tr>
<td>( c )</td>
<td>The execution cost of ( O_i )</td>
<td>Model Output</td>
</tr>
<tr>
<td>( y_i )</td>
<td>Number of scheduled threads that have been allocated input in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( C_{ij} )</td>
<td>Computation cost per tuple of ( O_j )</td>
<td>Program &amp; Selection Analysis</td>
</tr>
<tr>
<td>( M_{ij} )</td>
<td>Memory access cost per tuple of ( O_j )</td>
<td></td>
</tr>
<tr>
<td>( t_i )</td>
<td>Avg. active threads per warp of ( O_i )</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>E_i</td>
<td>)</td>
</tr>
<tr>
<td>( T_i )</td>
<td>Number of threads that are allocated work in the ( j )th warp execution of ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( W_i )</td>
<td>Number of warps of ( O_i ) that can execute simultaneously on the GPU</td>
<td></td>
</tr>
<tr>
<td>( w_{sm} )</td>
<td>Number of warps of ( O_i ) that can execute simultaneously per SM</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>R_i^w</td>
<td>)</td>
</tr>
<tr>
<td>( S_i )</td>
<td>Shared mem. per thread block in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( R_i )</td>
<td>Registers per thread block in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>M_{ij}^s</td>
<td>)</td>
</tr>
<tr>
<td>(</td>
<td>M_{ij}^g</td>
<td>)</td>
</tr>
<tr>
<td>( H_i )</td>
<td>L2 cache hit rate in ( O_i )</td>
<td>Profiling</td>
</tr>
<tr>
<td>( M_{ij}^{2D} )</td>
<td>Cost of ( j )th shared mem. access in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( M_{ij}^{HD} )</td>
<td>Cost of ( j )th global memory access in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( M_{ij}^{2D} )</td>
<td>Cost of ( j )th L2 cache access in ( O_i )</td>
<td></td>
</tr>
<tr>
<td>( W_{max} )</td>
<td>Max. simultaneous warps per SM</td>
<td>Platform</td>
</tr>
<tr>
<td>( B_{max} )</td>
<td>Max. simultaneous blocks per SM</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td>Registers available per SM</td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>Shared mem. available per SM</td>
<td></td>
</tr>
<tr>
<td>( SM )</td>
<td>Number of SMS in the GPU</td>
<td></td>
</tr>
</tbody>
</table>
4.1 Pipeline Execution Cost
The previous study GPL [30] proposed a model to compute the execution cost of a pipeline of relational operators (P). The model in GPL computes the cost of processing a single tuple by a pipeline of operators \( P = \{ O_1, O_2, \ldots, O_{|P|-1}, O_{|P|} \} \) using Equation 1. Note, \( O_i \) can be Shuffle, Segment or relational operators. Here, \( \widetilde{C}_i \) and \( \widetilde{M}_i \) represent the computation and memory access cost of operator \( O_i \) for processing each tuple, respectively. \( \lambda_i \) represents the estimated number of input tuples for \( O_i \) from the query optimizer.

\[
\widetilde{P} = \sum_{i=1}^{|P|} (\widetilde{C}_i + \widetilde{M}_i) \times \lambda_i \quad (1)
\]

GPL’s model does not properly account for the divergent execution and resource contention in JIT compilation-based query plan. The total number of active threads issuing and executing instructions in parallel on the GPU (denoted as \( \gamma_i \)) can vary significantly based on the factors in divergence and resource usage. \( \gamma_i \) has a significant impact on query processing performance. Thus, we need to extend the estimation of \( \widetilde{C}_i \) and \( \widetilde{M}_i \) to account for the impact of \( \gamma_i \).

Specifically, we model the computation and memory access costs as functions of \( \gamma_i \) (denoted as \( \widetilde{C}_i(\gamma_i) \) and \( \widetilde{M}_i(\gamma_i) \), respectively). Thus, the estimated cost of \( P \) in our cost model is given in Equation 2.

\[
\widetilde{P} = \sum_{i=1}^{|P|} (\widetilde{C}_i(\gamma_i) + \widetilde{M}_i(\gamma_i)) \times \lambda_i \quad (2)
\]

In the following, we detail how we estimate \( \gamma_i, \widetilde{C}_i(\gamma_i) \) and \( \widetilde{M}_i(\gamma_i) \).

4.2 Estimation of \( \gamma_i \)
Due to the warp-at-a-time execution model of GPUs, we estimate \( \gamma_i \) to be the number of active warps multiplied by the average number of active threads per warp. That is, \( \gamma_i \) can be computed using Equation 3, where \( T_i \) represents the average number of active threads per warp in \( O_i \) and \( W_i \) denotes the number of active warps of \( O_i \) that can execute simultaneously on the GPU.

\[
\gamma_i = T_i \times W_i \quad (3)
\]

**Calculation of \( T_i \)**
\( T_i \) is an effective measure of divergence among the threads executing \( O_i \). Specifically, lower \( T_i \) represents a higher degree of divergence among the threads. \( T_i \) depends on selectivity of \( O_{i-1} \) in the pipeline. The idea is, if a tuple is eliminated by \( O_{i-1} \), the thread in \( O_i \) and thereafter in the pipeline could have less work to handle. This effect has to account for all ancestor operators in the pipeline. Assuming the selectivity of \( O_i \) to be \( e_i \). In this case, the ratio of the active threads per warp is \( \prod_{j=1}^{i-1} e_j \). We estimate \( T_i \) as the number of threads in a warp multiplied by \( \prod_{j=1}^{i-1} e_j \).

**Calculation of \( W_i \)**
Since GPU SM hardware design and resource distribution across the thread blocks of a kernel are uniform, the number of warps that can execute simultaneously on a given GPU hardware \( (W_i) \) can be computed as the product of \( W_i^{sm} \) and the number of SM in GPU hardware \( (\#SM) \), as shown in Equation 4.

\[
W_i = \#SM \times W_i^{sm} \quad (4)
\]

For an operator \( O_i \), the maximum number of warps per SM that can execute simultaneously on the GPU hardware \( (W_i^{sm}) \) depends on 1) the limit per SM set by the hardware and 2) the resource requirements of the kernel executing the operator.

- **Hardware Limit.** Due to the limited amount of resources available for managing thread contexts at the warp and thread block levels, NVIDIA CUDA sets hard limits on the number of warps and the number of thread blocks that can execute simultaneously on each SM of the GPU (denoted as \( W_{max} \) and \( B_{max} \), respectively). Therefore, \( W_i^{sm} \) will be limited by Equation 5 where \( |B_i^{w}| \) is the number of warps per thread block in \( O_i \).

\[
W_i^{sm} \leq \min(W_{max}, B_{max} \times |B_i^{w}|) \quad (5)
\]

- **Resource Limit.** Now, each thread block executing \( O_i \) requires certain amount of register and shared memory resources (denoted as \( R_i \) and \( S_i \), respectively) and can only be scheduled for execution when sufficient free resources of all resource types are available in hardware. Hence, the number of thread blocks that can be scheduled for simultaneous execution on an SM is limited by the register \( (R) \) and shared memory resources \( (S) \) available at the hardware level in each SM. Hence, the value of \( W_i^{sm} \) is further limited by Equation 6.

\[
W_i^{sm} \leq \min(\left\lceil \frac{R_i}{|B_i^{w}|} \right\rceil, \left\lceil \frac{S_i}{|B_i^{w}|} \right\rceil) \times |B_i^{w}| \quad (6)
\]

To summarize, the number of warps of \( O_i \) that can execute simultaneously on each SM \( (W_i^{sm}) \) is the largest integer satisfying Equations 5 and 6.

4.3 Estimation of Computation Cost \( (\widetilde{C}_i(\gamma_i)) \)
Modern GPU hardware is designed to allow threads to issue and execute instructions in parallel. Hence, the computation cost of a relational operator \( (\widetilde{C}_i(\gamma_i)) \) can be estimated as the execution cost of all the instructions that need to be executed in \( O_i \) (denoted as \( C_i \)) divided by the number of parallel active threads issuing instructions \( (\gamma_i) \), as shown by Equation 7. \( C_i \) can be computed by offline profiling of hardware and operator code as done in GPL [30]. Overall, Equation 7 clearly shows that the lower the workload divergence and resource contention among threads (i.e., higher \( \gamma_i \)), the lower the computation cost of the generated kernel is.

\[
\widetilde{C}_i(\gamma_i) = \frac{C_i}{\gamma_i} \quad (7)
\]

4.4 Estimation of Memory Cost \( (\widetilde{M}_i(\gamma_i)) \)
The cost of memory access on GPU can vary depending on the following factors: 1) the type of physical memory being accessed (shared or global memory), 2) the memory access pattern (sequential, random, stride) and 3) the number of threads issuing the memory access request in parallel. Taking into consideration the type of physical memory being accessed, memory access cost \( (\widetilde{M}_i(\gamma_i)) \) per tuple can be computed as the sum of the memory access cost to the shared memory, L2 cache and global memory required to process a single input tuple (Equation 8). For an operator \( O_i \), \( |M_i^g| \) and \( |M_i^s| \) represent the number of accesses to the shared memory and global memory (which could also be cached in the L2 cache), respectively.

To have a more accurate estimation, we consider the cost per memory instruction. This is possible because the instructions from each operator are known in JIT-based compilation system. Thus,
With the analytical model in hand, we are able to estimate the cost when the system initializes (this calibration runs only once, and the cost of each memory access for each memory instruction. The performance trends of all the three types of memory, as input. In our study, the entire calibration takes around 30 minutes and the global memory of the V100 GPU.

\[
\tilde{M}_{ij}(y_i) = \sum_{j=1}^{M_i^L} \tilde{M}_{ij}^L(y_i) + \sum_{j=1}^{M_i^G} (H_i \times \tilde{M}_{ij}^G(y_i) + (1 - H_i) \times \tilde{M}_{ij}^{Gd}(y_i)) \tag{8}
\]

It is challenging and complicated to build analytical models for these metrics. We use a calibration-based approach for the calculation. For each memory instruction, each thread issues the memory access and those memory accesses form a certain access pattern (such as sequential, random and strided). Thus, we need to consider the factors that affect the cost of the memory access, including the size of the memory access, the access pattern, and the number of active threads. In JITT-based compilation systems, since the supported operators are known in advance, we perform an offline profiling during the model initialization to derive their functions with respect to the above-mentioned factors. Particularly, we perform profiling on the GPU memory hardware to measure the time per memory access for varying number of active threads on a given configuration of access pattern and memory access unit size. We study different configurations by considering all combinations of memory unit sizes (e.g., 2 bytes, 4 bytes and 8 bytes) and access patterns commonly used in databases (such as sequential, random and stride from 2 bytes, 4 bytes, ... to 32 bytes). Then, for each configuration, we then perform a regression analysis for the function which gives the memory cost by given the number of active threads as input. In our study, the entire calibration takes around 30 minutes when the system initializes (this calibration runs only once, and the calibration results can be reused afterwards for the same hardware). At runtime, we simply use these functions to quickly compute the cost of each memory access for each memory instruction.

As an example, Figure 6 shows the calibration data along with the fitted curve for sequential access to shared memory, L2 cache and the global memory of the V100 GPU (\(y_i\) values from 40K to 160K). Their regression curves are also shown in the figure, with RMSE lower than 8%. For clarity of the figure, we scale up \(\tilde{M}_{ij}^L(y_i)\) by a factor of 10. The performance trends of all the three types of memory (shared memory, cache and global memory) clearly show that the performance need to take \(y_i\) into consideration. In experiments, the regression approach gives sufficient accuracy and contributes the accuracy of our cost model.

\section{5 AUGMENTATION OPTIMIZER}

With the analytical model in hand, we are able to estimate the cost of a query plan with arbitrary insertions of Shuffle and the Segment operators. However, we can potentially insert Shuffle and Segment operators after each operator into the pipeline. The solution space can be large for complex queries. Also, different insertions can have very different performance, as observed in our experiments. Thus, we develop a GPU aware optimizer in Pyper to efficiently find the augmented query plan with the lowest execution time.

Specifically, we make use of a Branch & Bound (B&B) based technique \cite{24} to solve this problem. In the remainder of this section, we detail how the B&B based technique is used to determine the optimal insertion point for the Shuffle and Segment operators.

\textbf{Overview.} The augmentation optimizer in Pyper applies the B&B based optimization algorithm to each pipeline in the query plan individually. For each pipeline, the algorithm starts with the original pipeline in the form of \(P = \{O_1, ..., O_n\}\) as the root, where \(n\) is the number of operators in the pipeline, and \(O_i\) is the producer operator for \(O_{i+1} (1 \leq i < n)\). Then, the augmentation optimizer systematically enumerates a tree, based on a bounding function. Each node in the tree represents an augmented query plan for the input pipeline, which is generated through an insertion of: 1) a single Shuffle operator, 2) a single Segment operator or 3) a pair of Shuffle and Segment operators between any two relational operators in its parent node. When a pair of Shuffle and Segment operator is inserted, the Shuffle operator is always inserted before the Segment operator as the write stage of the Segment operator ensures that the data is written into consecutive memory locations (i.e., the warps in the next operators will not encounter any divergence). Thus, there are a total of \(4^{n-1}\) possible nodes in the solution space.

\textbf{Bounding Function.} To limit the size of the solution space and to reduce the overhead of determining the optimal solution, the B&B based algorithm in Pyper makes use of a bounding function based on the cost of the kernels being generated by each node. Specifically, the augmentation optimizer keeps track of node with the current lowest execution cost. If any node generates a kernel with a single relational operator and the kernel has an execution cost greater than the current optimal node, then the node is marked as sub-optimal and its child nodes are not explored. This is because the overall execution cost of the pipeline represented by this node and its child nodes will be higher than the current optimal solution.

\textbf{Pruning Criteria.} We use the following pruning criteria or heuristics to reduce the number of nodes that needs to be explored.

- Due to the limited amount of resource available on the GPU, NVIDIA CUDA sets hard limits on the resources that can be utilized at the warp and thread block level (Equation 5). Hence, any node that requires the generation of a kernel that violates these resource constraints is marked as invalid and its child nodes are not explored. The reason is, if these resource constraints are violated, there is no choice but to segment the pipeline. Those solutions would be explored in another part of the tree, and thus we mark this node as invalid to avoid redundancy.
Further, we do not attempt to insert the Shuffle or Segment operators into nodes in which all the generated kernels can achieve 100% execution efficiency or theoretical occupancy rate. This is because the insertion of operators cannot further improve the execution efficiency or occupancy rate and just brings runtime overhead.

Example. We demonstrate a working example of our B&B based optimization algorithm in Figure 7. The example shows a simple pipeline consisting of three relational operators, \( O_1 \), \( O_2 \) and \( O_3 \). In initialization, the root node is represented by \( P = \{ O_1, O_2, O_3 \} \). As branches, we generate 3 different child nodes by insertions of a single Shuffle, a single Segment and a pair of Shuffle and Segment (denoted Node 2, Node 3 and Node 4 in the figure, respectively) between operators \( O_1 \) and \( O_2 \). Their resource use is illustrated on the right. As shown in the table corresponding to Node 2, the insertion of the Shuffle operator leads to an increased resource requirement and thus the violation of the resource constraints. Node 4 is marked as sub-optimal along with all its nodes due to the high cost of materialization when a pair of Shuffle and Segment operators are inserted into the pipeline. Finally, the algorithm chooses Node 3 as the optimal solution for further exploration if it has child nodes.

Runtime overhead. The B&B procedure is very efficient in practice, thanks to the effective pruning and the efficient evaluation of the cost model. In our experiments, the augmentation optimizer is able to identify the optimal solution for each query with very low overhead (smaller than 1% of the query execution time).

6 EXPERIMENTS

6.1 Experimental Setup

<table>
<thead>
<tr>
<th>Hardware used for experiments.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>V100</strong></td>
</tr>
<tr>
<td>Core Count (GHz)</td>
</tr>
<tr>
<td>Memory Size (GB)</td>
</tr>
<tr>
<td>Memory Type</td>
</tr>
<tr>
<td>Memory Bandwidth (GB/s)</td>
</tr>
<tr>
<td>Register File per SM</td>
</tr>
<tr>
<td>Shared Memory per SM</td>
</tr>
</tbody>
</table>

Hardware. To demonstrate the efficiency Pyper across different hardware generations, we use V100, P100, and Titan Xp GPUs from NVIDIA. All three GPUs are connected to the CPU via x16 PCIe 3.0 interface. The summary of the specification of all three GPUs is provided in Table 2. V100 and P100 have HBM memory; Titan Xp has GDDR5 memory. We mainly present the results on V100 that is a more recent GPU architecture and present the results on different GPU architectures in Section 6.5.

Workload. For our experiments, we use the TPC-H [1] and Star Schema Benchmark (SSB) [3] data sets with a scale factor of 50 (50 GB in size). SSB is a simplified version TPC-H benchmark and has been widely used in previous studies on OLAP. We use the entire set of SSB queries for evaluation. Since our system front-end is based on GPL, we do not currently support the processing of sub-queries and leave this for future work. Hence, we used all the eight queries in TPC-H which do not contain sub-queries (Q1, Q3, Q5, Q6, Q10, Q12, Q14 and Q19). The detailed SQL clauses can be found in their benchmark websites [1, 3].

All our experiments are based on the entire data that was already loaded on to the GPU global memory during initialization. With the rise in GPU memory capacity and the increased number of GPUs on a modern server (up to 16), we have witnessed hundreds of gigabytes of GPU memory on a single server, where many analytical workloads can be processed completely on GPUs.

Experimental Outline. First, we show the impact of our estimation on divergence and resource contention, as well as the effectiveness of augmentation optimizer. In order to demonstrate that impact, we have integrated our cost model and augmentation optimizer into a previous pipelined query processing engine on the GPU named GPL [30].

Second, we evaluate the overall performance benefit of Pyper with other implementations on the GPU. Here, we omit the comparison with the systems on CPU such as Hyper [25], since the previous studies [5] have shown that their GPU-based systems are faster than Hyper. Specifically, we conduct a comprehensive comparison using the following GPU-based systems: Ocelot [17], GPL [30], Hawk [5], Omnisci [2] and DogQC [12]. Ocelot in a kernel-based execution system that materializes the intermediate data between operators in the GPU global memory, whereas GPL is a pipelined query processing system that makes use of GPU L2 cache for moving the data between the operators. All other systems are compiled systems. To the best of our knowledge, Hawk [5] is the state-of-the-art opensource system that supports code generation for GPUs. However, even Hawk only supports earlier generations of GPUs and cannot run on the V100 GPU. Hence, we modified Hawk [5] for evaluation (denoted as Hawk-M) so that it can run on V100. Omnisci [2] is considered to be the state-of-the-art open-sourced commercial compiled system for GPUs.

Third, in Section 6.4, we evaluate the individual techniques in terms of efficiency and effectiveness of the Shuffle and Segment operators in reducing the divergence and resource contention among threads, respectively.

Fourth, in Section 6.5, we evaluate the generality of the Shuffle and the Segment operators along with the proposed cost model across different GPU hardware.

Additional experimental results can be found in our technical report [29].

6.2 Model Evaluation

Key Findings: Our analytical model is highly accurate, with less than $6.6\%$ error on average for the tested queries. Without consideration of divergent execution and resource contention in compiled systems, existing models have a much higher error.

Estimation errors. To demonstrate our analytical model’s accuracy, we compare the relative error associated with the estimation of the query execution cost by Pyper and GPL for the tested queries in Figure 8. We define the relative error as $\frac{|\hat{Q}_m - Q_m|}{\hat{Q}_m}$, where $\hat{Q}_m$ and
We present the measured and estimated execution time of all can-
diate solutions (30 in total after pruning) explored by the augmen-
tation optimization, and observed similar results to Figure 8. We present one representative result later in Figure 9, and omit the results for other queries due to space limits.

The results in Figure 8 clearly show that Pyper is able to achieve significantly higher accuracy compared to GPL, for most queries. Taking a closer look, we can observe that Pyper can achieve much lower relative errors than GPL in some queries, or have similar relative errors to GPL in other queries. To understand this, we take TPC-H Q1 and Q6 as two representative queries [1]. 1) TPC-H Q6 represents the cases where Pyper achieves much lower relative errors than GPL. TPC-H Q6 is a query with a low-selectivity filter where many tuples are filtered out and the operators encounter a high degree of divergence. Pyper is able to address this divergent execution, whereas GPL does not. 2) TPC-H Q1 represents the cases where Pyper has similar relative errors to GPL. This is because TPC-H Q1 is an aggregation query with higher selectivity (most tuples are remained as results in the pipeline), i.e., the operators in Q1 encounter minimal divergence during execution. As we show later in Section 6.4, the improvement of the model accuracy can come from our improved estimation on resource contention.

We analyze the source of the relative error of our model. One source can be that the cost of shared memory and global memory instructions can vary significantly based on the number of memory bank conflicts and access patterns, making it difficult for Pyper to accurately estimate this cost. The other potential source of errors can be from multiple joins, where join intensive queries like Q5, Q10 and Q4.1 compared to the other queries. This is because the join queries lead to errors in estimating the cost of synchronization in accessing the hash table in parallel.

Effectiveness of query augmentation optimizer. We demonstrate the effectiveness of our query plan augmentation optimizer. We present the measured and estimated execution time of all candidate solutions (30 in total after pruning) explored by the augmentation optimizer for TPC-H Q6 in Figure 9. The execution time is normalized with respect to that of GPL. We observe similar results for other queries and omit the results.

The results in Figure 9 clearly show the following observations. First, there is significant performance difference between the different candidate solutions (the difference can be 2.75x for TPC-H Q6). Hence, it is very important to accurately identify the optimal insertion points of Shuffle and Segment operators into a query plan. In fact, an inaccurate estimation of the execution time leading to the selection of a non-optimal configuration could lead to severe degra-
dition in query performance. Second, the augmentation optimizer in Pyper with the help of the analytical model is able to identify the optimal solution for Q6 (highlighted by the rectangle of Pyper in Figure 9), thus demonstrating its effectiveness. The augmentation optimization is quite lightweight due to the B&B approach, with the runtime overhead smaller than 1% of the query execution time.

6.3 Overall Comparison

**Key Findings:** For TPC-H queries, on average the code generated by Pyper outperforms Ocelot, Omnisci, GPL, Hawk-M and DogQC by 34.73x, 5.01x, 3.06x, 1.60x and 1.40x, respectively. Pyper on average achieves 6.59x, 2.55x, 2.35x, 1.52x performance improvement over Ocelot, Omnisci, GPL and Hawk-M for SSB queries. We compare the overall performance of Pyper against other systems using TPC-H and SSB queries in Figures 10 and 11, respectively. Compiled systems are generally much faster than non-compiled systems.

Omnisci is a commercial system with a more complete set of functionalities than other systems in the test. It is still slower than other tested systems, due to its low execution efficiency of the GPU kernels. Further, Omnisci also fails to efficiently optimize complex join queries like Q3, Q5 and Q10, as demonstrated by the significantly worse performance of Omnisci for these queries. Overall, Pyper outperform Omnisci by 5.01x and 2.55x for TPC-H and SSB queries on average.

As mentioned before, efficient use of the Shuffle and Segmentoperators helps Pyper minimize the divergent execution and resource contention among threads. This combined with the availability of a cost model that avoids unnecessary insertions of the Shuffle and Segment operators help Pyper to outperform Hawk-M by 1.60x and 1.55x on average for TPC-H and SSB queries respectively.

Figure 8: Relative error in the execution cost estimation by Pyper and GPL for TPC-H and SSB queries on V100

Figure 9: Normalized measured and estimated execution cost of different candidate solutions of Q6 on V100
Figure 10: Overall performance evaluation of Pyper for TPC-H queries on the V100 GPU.

Figure 11: Overall performance evaluation of Pyper for SSB queries on the V100 GPU.

Even though DogQC segments its pipeline and makes use of techniques to minimize workload divergence and resource contention, Pyper still manages to outperform DogQC by up to 1.4x on average (up to 3.9x on TPC-H queries), due to the following reasons. First, DogQC lacks a cost model that can help determine the optimal insertions of Shuffle and Segment operators (the importance has been demonstrated by the results in Figure 9). Second, Pyper adopts more efficient implementations for the Shuffle and Segment operators. Note, we omit DogQC in Figure 11 since the open-source version of DogQC does not currently support SSB queries.

Time Breakdown. To get a deeper understanding of the reasons behind the performance improvement of Pyper, we present the execution time breakdown of Pyper along with Hawk-M in Figure 12. The breakdown involves the overhead of divergent execution, the overhead of resource contention, the cost of Shuffle and Segment (including data shuffling resulting from Shuffle and the cost of additional data materialization arising from Segment). For the clarity of figure, Qx(H) and Qx(P) represent the execution time breakdown of code generated corresponding to query Qx by Hawk-M and Pyper, respectively. We have the following observations.

Figure 12: Time breakdown of Pyper and Hawk-M on V100

First, due to the use of the Shuffle and Segment operators, Pyper is able to generate code that almost eliminates the overhead due to divergent execution and resource contention among threads. Second, the use of the Shuffle and Segment operator adds very little runtime overhead associated with data shuffling and materialization (less than 12%). Thus, such small overhead is much smaller than the performance improvement by resolving divergent execution and resource contention among the threads.

6.4 Individual Operator Evaluation

Key Findings: The profiling results show that, with Shuffle and Segment operators, Pyper achieves up to 2.20x higher warp execution efficiency and 2.30x higher occupancy rate than Hawk-M.

For a more thorough comparison of individual operators, we present the execution time of Pyper (w/o Shuffle) and Pyper (w/o Segment), which are the same as Pyper except without using Shuffle and Segment, respectively. The results are shown in Figure 14. Both Shuffle and Segment individually helps improve the performance of query execution on GPUs. Further, the benefit of each operator individually varies depending on the query.

In the following, for each operator, we present the detailed profiling results to demonstrate that Shuffle and Segment operators are able to eliminate most of the overhead from divergent execution and resource contention.

We use the following metrics collected using the NVProfile tool from NVIDIA: 1) warp execution efficiency which represents the average number of active threads per warp and helps account for
the level of divergence among the GPU threads and 2) achieved occupancy which represents the maximum number of active warps per SM and helps account of the resource contention among the threads. Higher the warp execution efficiency and achieved occupancy indicate lower levels of divergence and resource contention among threads, respectively. We present the normalized warp execution efficiency and occupancy values of Pyper with respect to Hawk-M in Figure 13.

Impact of Shuffle Operator. As demonstrated by the normalized warp execution efficiency values in Figure 13, the use of the Shuffle operator helps improve the warp execution efficiency of almost all queries used in our study. Overall, the warps executing the code generated by Pyper achieves up to 2.20x higher warp execution efficiency compared to the Hawk-M implementation. Such significant improvement in the warp execution efficiency of the kernels means that threads executing the code generated by Pyper can make more efficient use of the GPU hardware by allowing a larger number of active threads in each warp.

Impact of Segment Operator. As shown in Figure 13, Pyper is able to achieve up significantly higher occupancy rate when compared to Hawk-M for queries Q1, Q3, Q10, Q2.3, Q3.2, Q4.1 and Q4.3. This is because one or more kernels generated by the Hawk-M implementation for these queries encounter severe resource contention on GPUs due to its high resource requirement. Pyper breaks down those large pipelines in these queries using the segment operator, thus reducing the resource requirements of the kernels and improving the parallelism.

We present the resource requirements of the most expensive kernel generated by the Hawk-M implementation and Pyper for queries Q1, Q3, Q10, Q2.3, Q3.2, Q4.1 and Q4.3 in Table 3. The shared memory and register requirements of the queries in Table 3 clearly show that the kernels generated by Pyper has significantly lower resource requirements compared to Hawk-M. More importantly, the resource requirements in Pyper are low enough to ensure up to 64 simultaneous active warps per SM on modern GPU hardware (with 64 KB shared memory and 256 KB registers per SM). Hence, the kernels generated by Pyper is able to achieve up to 2.3x better occupancy rate on GPUs (Figure 13).

6.5 Evaluation on Different GPU Architectures

We have conducted experiments on two older generation of GPUs including P100 and Titan Xp. The results of TPC-H queries are shown in Figure 15. Overall, the results demonstrate the efficiency of Pyper and the generality of both our operators and the cost model for different generations of GPU hardware. The slightly lower performance gain of Pyper is mainly due to the reduced performance benefit of the Segment operator.

7 CONCLUSION

JIT compilation-based code generation of queries has evolved as a powerful paradigm for query processing on GPU. In this study, we find that, thanks to advanced techniques such as database compression and JIT compilation, memory stalls are no longer the most significant bottleneck. Instead, existing compiled systems encounter severe overhead in divergent execution and resource contention because they adopt a monolithic approach for generating the code of query plan on the GPU. To improve the execution efficiency, we present Pyper, a compiled system designed for GPUs. Pyper introduces two new query plan transformation operators, Shuffle and Segment, which can be inserted into any query pipeline of the physical plan to reduce the divergent execution and resource contention. Further, Pyper makes use of an analytical cost model and an effective optimizer to determine the optimal use of the Shuffle and Segment operators. Our experiments show that Pyper generates code that on average is able to improve the performance of TPC-H queries by 34.73x, 5.01x, 3.06x, 1.60x and 1.40x when compared to Ocelot, Omnisci, GPL, Hawk and DogQC, respectively. Pyper on average achieves 6.59x, 2.55x, 2.35x, 1.52x performance improvement over Ocelot, Omnisci, GPL and Hawk for SSB queries.
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