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  - Scaling DRAM technologies to sub-20nm is challenging

• Growing imbalance between memory demand and supply
  - Increasing memory demand in datacenter applications
  - DRAM capacity per core dropping by 30% biannually

• Approaches to break the wall
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Exploration & Evaluation

- Experiment Setup
  - App-direct mode
  - Pure in-SCM join implementation (cache + SCM)
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  - Pure in-SCM join implementation (cache + SCM)
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### Taxonomy
<table>
<thead>
<tr>
<th>Non-Partitioned Hash Join</th>
<th>Join Notation</th>
<th>Partitioning</th>
<th>Hashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPHJ-SC</td>
<td>NPHJ-LP</td>
<td></td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Linear Probing</td>
</tr>
<tr>
<td>SHRJL-SC</td>
<td>SHRJL-LP</td>
<td>Shared Partitioning (linked list)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>SHRJL-HM</td>
<td>Shared Partitioning (linked list)</td>
<td>Linear Chaining</td>
</tr>
<tr>
<td></td>
<td>SHRJL-HM</td>
<td>Shared Partitioning (contiguous memory)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>SHRJL-BC</td>
<td>Shared Partitioning (contiguous memory)</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td></td>
<td>SHRJL-SC</td>
<td>Shared Partitioning (contiguous memory)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>SHRJL-LP</td>
<td>Shared Partitioning (contiguous memory)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>SHRJL-HM</td>
<td>Shared Partitioning (contiguous memory)</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td>INDJL-SC</td>
<td>INDJL-LP</td>
<td>Independent Partitioning (linked list)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>INDJL-HM</td>
<td>Independent Partitioning (linked list)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>INDJL-BC</td>
<td>Independent Partitioning (linked list)</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td></td>
<td>INDJL-SC</td>
<td>Independent Partitioning (linked list)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>INDJL-LP</td>
<td>Independent Partitioning (linked list)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>INDJL-HM</td>
<td>Independent Partitioning (linked list)</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td></td>
<td>INDJL-BC</td>
<td>Independent Partitioning (linked list)</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td></td>
<td>INDJL-SC</td>
<td>Independent Partitioning (linked list)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>INDJL-LP</td>
<td>Independent Partitioning (linked list)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>INDJL-HM</td>
<td>Independent Partitioning (linked list)</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td></td>
<td>RDX-JL-BC</td>
<td>Radix Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td></td>
<td>RDX-JL-SC</td>
<td>Radix Partitioning</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>RDX-JL-LP</td>
<td>Radix Partitioning</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>RDX-JL-HM</td>
<td>Radix Partitioning</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td></td>
<td>ASYM-JL-BC</td>
<td>Asymmetric Radix Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td></td>
<td>ASYM-JL-SC</td>
<td>Asymmetric Radix Partitioning</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td></td>
<td>ASYM-JL-LP</td>
<td>Asymmetric Radix Partitioning</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td></td>
<td>ASYM-JL-HM</td>
<td>Asymmetric Radix Partitioning</td>
<td>Histogram Mechanism</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>Join Notation</th>
<th>Partitioning</th>
<th>Hashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Partitioned Hash Join</td>
<td></td>
<td>Separately Chaining</td>
<td></td>
</tr>
<tr>
<td>NPHJ-SC</td>
<td></td>
<td>Separate Chaining</td>
<td>Linear Probing</td>
</tr>
<tr>
<td>NPHJ-LP</td>
<td></td>
<td>Separate Chaining</td>
<td>Linear Probing</td>
</tr>
<tr>
<td>SHRJ-SC</td>
<td></td>
<td>Shared Partitioning (linked list)</td>
<td>Separate Chaining</td>
</tr>
<tr>
<td>SHRJ-LP</td>
<td></td>
<td>Shared Partitioning (linked list)</td>
<td>Linear Probing</td>
</tr>
<tr>
<td>SHRJ-HM</td>
<td></td>
<td>Shared Partitioning (linked list)</td>
<td>Histogram Mechanism</td>
</tr>
<tr>
<td>SHRc-BC</td>
<td></td>
<td>Separate Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>SHRc-SC</td>
<td></td>
<td>Separate Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>SHRc-LP</td>
<td></td>
<td>Separate Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>SHRc-HM</td>
<td></td>
<td>Separate Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>INDC-BC</td>
<td></td>
<td>Independent Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>INDC-SC</td>
<td></td>
<td>Independent Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>INDC-LP</td>
<td></td>
<td>Independent Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>INDC-HM</td>
<td></td>
<td>Independent Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>RDX-BC</td>
<td></td>
<td>Radix Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>RDX-SC</td>
<td></td>
<td>Radix Partitioning</td>
<td>Bucket Chaining</td>
</tr>
<tr>
<td>RDX-LP</td>
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<tr>
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</tr>
<tr>
<td>ASYM-SC</td>
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</tr>
<tr>
<td>ASYM-HM</td>
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<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>Join Notation</th>
<th>Partitioning</th>
<th>Hashing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Partitioned Hash Join</td>
<td>NPHJ-SC</td>
<td>Separate Chaining</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>NPHJ-LP</td>
<td>Linear Probing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRJ-SC</td>
<td>Separate Chaining</td>
<td>Linear Probing</td>
</tr>
<tr>
<td></td>
<td>SHRJ-LP</td>
<td>Shared Partitioning</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRJ-HM</td>
<td>(linked list)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRc-BC</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRc-SC</td>
<td>Separate Chaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRc-LP</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SHRc-HM</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDIJ-SC</td>
<td>Separate Chaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDIJ-LP</td>
<td>Independent Partitioning</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDIJ-HM</td>
<td>(linked list)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDCm-BC</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDCm-SC</td>
<td>Separate Chaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDCm-LP</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>INDCm-HM</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RDX-BC</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RDX-SC</td>
<td>Separate Chaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RDX-LP</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RDX-HM</td>
<td>histogram mechanism</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASYM-BC</td>
<td>bucket 35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASYM-SC</td>
<td>Separate Chaining</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASYM-HM</td>
<td>Asymmetric Radix Partitioning</td>
<td>histogram mechanism</td>
</tr>
</tbody>
</table>
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The diagram shows the elapsed time (in seconds) for different size ratios: 1:16, 1:4, and 1:1. The size ratio is plotted on the x-axis, and the elapsed time is plotted on the y-axis.

Key:
- NPHJ
- INDcm
- SHR1I
- RDX
- SHRcm
- ASYM
- INDII

The bars represent the time taken for each size ratio, with different colors indicating different categories of PHJ and NPHJ.
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PHJs generally outperform NPHJs
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![Graph showing the comparison between PHJ and NPHJ in terms of elapsed time for different tuple sizes. The x-axis represents tuple size in bytes (16, 32, 64, 128, 256, 512), and the y-axis represents elapsed time in seconds. The graph compares NPHJ, RDX, ASYM, NPHJ, and RDX, with NPHJ showing consistently lower elapsed times across all tuple sizes.]
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- Late materialization \(<key, \text{pointer}>\) -based join processing further reinforces PHJ’s superiority against NPHJ.
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- **SHR**
- **INDcm**
- **SHRcm**
- **RDX**
- **INDII**
- **ASYM**

Partition Phase Time (s)

- THR-20
- BW-REG

1.43
1.32
Bandwidth Regulation in Partitioning

20-thread processing for step ① and ②
10-thread processing for step ③
### Bandwidth Regulation in Partitioning

#### Data Table

<table>
<thead>
<tr>
<th>#Thread</th>
<th>THR-20</th>
<th>BW-REG</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>1.43</td>
<td>1.32</td>
</tr>
</tbody>
</table>

#### Histograms

#### Prefix Sums

Parallellism limitation in write-intensive steps further facilitates partitioning.
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![Diagram of PHJ partitioning](image)
Read/Write Asymmetry in PHJ

- PHJ (RDX) partitioning suffer from TLB thrashing
  - Mult-pass partitioning (excessive writes)
  - Asymmetric partitioning (ASYM)

\[ \lambda = 4.36 \]

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>32</td>
<td>1.50</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>1.25</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0.75</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1.25</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>1.50</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>1.75</td>
</tr>
</tbody>
</table>

R/S partitioning fanout ratio

|S|/|R|
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read-to-write bandwidth ratio

\[ \frac{|S|}{|R|} \]

R/S partitioning fanout ratio

Elapsed Time (s)

\[ \lambda = 4.36 \]

|S|/|R|

<table>
<thead>
<tr>
<th>Read-to-Write Bandwidth Ratio</th>
<th>R/S Partitioning Fanout Ratio</th>
<th>Elapsed Time (s)</th>
<th>RDX-1</th>
<th>RDX-2</th>
<th>ASYM</th>
</tr>
</thead>
<tbody>
<tr>
<td>64M:256M (x = 4, k = 2)</td>
<td>128M:1024M (x = 8, k = 2)</td>
<td>256M:4096M (x = 16, k = 2)</td>
<td>512M:16384M (x = 32, k = 2)</td>
<td>1024M:16384M (x = 16, k = 2)</td>
<td>2048M:16384M (x = 8, k = 4)</td>
</tr>
</tbody>
</table>
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  - PHJ generally over NPHJ
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  - Technical report: https://nus.edu/3qIVvjJ
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