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ABSTRACT 
 

We propose a novel framework of human hair modeling and animation based on the modeling of the hair strips. Each hair strip, 
modeled by one patch of parametric surfaces, represents a group of hair strands.  Keyframing is implemented. The parametric 
representation of hair strips can handle a deformation of any complexity and still appear smooth. Finally, we use polygon 
tessellation, texture mapping with the Alpha map for the rendering. 

 
1 INTRODUCTION 

 
In recent years, we have seen significant advances being 
made in 3D computer graphics technology, software APIs 
such as Microsoft’s Direct3D and Sun’s Java3D, as well 
as in the consumer 3D acceleration hardware. Thus there 
is a need to review the existing techniques of modeling 
and animation of hair. 
 
Various methods have been employed to model and 
animate human hair, including methods using hair strands 
individually [1, 4], trigonal prisms with 2D hair distribution 
maps [3, 9] and more recently, volumetric models [6, 7]. 
These approaches concentrate mainly on modeling hair 
accurately, and often require specialized rendering 
algorithms. As such, hardware acceleration is unlikely to 
be available for the above approaches, making them more 
suitable for off-line graphics system. 
 
We propose a different but simple framework of hair 
modeling and animation that is suitable for real-time 
applications. The main idea is to model and animate hair in 
strips. Each hair strip, modeled by one patch of parametric 
surfaces in particular NURBS, represents a group of hair 
strands. A variety of shapes may be defined for each strip. 
For the rendering, we use polygon tessellation, texture 
mapping with the Alpha map.  
 
We took all advantages of parametric surface such as its 
accurate and compact representation, support of global 
and local shape editing, and inherent continuity.  
 
Another advantage of this framework is that the level-of-
detail is scalable by applying multiresolution techniques. 
When the viewpoint is far, a courser tessellation is used. 
When getting closer, it can be tessellated more finely. 
Similarly, we can use different resolution of images for 
texture mapping. The established technique of MIP 
Mapping is also applied [10]. 
 
The use of texture mapping, as well as a large number of 
polygons tessellated from parametric surfaces, makes 
good use of current development of software and 
hardware acceleration technology [5, 8]. 
 

Animation is achieved by displacement of the control 
points of hair strips. The parametric representation of hair 
strips can handle a deformation of any comp lexity and still 
appear smooth. Existing techniques can be applied to hair 
animation such as the physically based modeling of 
clothes [2, 11]. The current experiments are done using 
keyframing. 

 
2 RELATED WORK 
 

In human animation, hair modeling and animation are very 
challenging for the large number of hairs and the complex 
interaction of light, shadow casting among them, and more 
difficult, collision detection and response among hair [4]. 
 
Hair modeling is fundamentally important for the 
animation. A well-known framework is HairStyler, an 
interactive framework to model hair segments [4, 12]. First, 
the three-dimensional curved cylinder is composed of 
straight cylindrical segments connected by points. 
Second, the in-between points can be interactively edited. 
Third, each segment is assigned to each triangle in the 
scalp mesh. The orientation of hair segments can be 
adjusted by rotating around the normal of its scalp 
triangle. Other modeling methods include trigonal prisms 
with 2D hair distribution maps [3, 9], volumetric models [6, 
7], single triangle laid out on the surface [14], a pyramid of 
triangles for one strand [15], connected segments of 
triangular prisms, and volume densities controlled with 
pseudo-random functions [16]. 
 
Almost of all hair animation work is based on different 
Physics models. Two well-known approaches include a 
method using one-dimensional projective differential 
equations and pseudo-force fields [1, 4] and a method 
using mass spring model [13]. 
 
Our work is different in that we model and animate hair in 
strips. Each hair strip is modeled by one patch of 
parametric surfaces in particular, NURBS [18]. The 
animation is achieved by displacement of the control 
points. We describe in detail from the next section. 

 
3 OUR WORK 
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There are basically four problems to produce realistic 
animated synthetic actors with hair: hair modeling and 
creation, hair motion, collision detection and response, 
and hair rendering [4]. We describe our framework for a 
solution of these basic problems. 

 

3.1 Hair Modeling 
 

We model hair in strips. The motivation is to reduce the 
large number of geometric objects when each hair strand is 
individually represented. Each hair strip is a group of hair 
strands in the shape of thin flat patch (Figure 1 (a)). Thus, 
all the hair strands are represented in layers of strips 
overlaying each other on top of the scalp (Figure 1 (b)). 
 
There are four major geometric schemes for geometric 
modeling: polygon meshes, parametric surfaces, implicit 
surfaces, and subdivision surfaces. We considered each 
of them in order to represent the hair strips geographically. 
 
 

  
 

(a) One hair strip  (b) All the hair strips 
overlaying on the scalp  

 
Figure 1. Hair modeling in strips 

 
Polygon mesh scheme is most popular in 3D graphics for 
its simplicity. Moreover, the direct rendering support from 
the graphics hardware. However, its discrete nature makes 
difficult to model and animate the object globally.  
 
Tensor product non-uniform rational B-splines (NURBS) 
have become the standard representation for complex 
smoothly varying surfaces [18]. However, a major 
drawback of NURBS is the requirement that control nets 
consist of a regular rectangular grid of control points.  
 
Implicit surfaces are typically defined by the isosurfaces 
derived from implicit functions in the form of the sum, 
minimum, or maximum of the simpler functions such as 
spherical function. It is excellently used to model and 
deform human body [20]. However, to define shapes with 
sharp edges is very difficult. Rendering is another 
computational expensive problem. 

 
Subdivision surfaces are defined as the limit of an infinite 
refinement process [19]. Although subdivision surfaces 
have been known for nearly fifteen years, their use has 
been hindered by the lack of a closed form -- they are 
defined only as the limit of an infinite procedure. The 
recent work on subdivision surfaces is very active and 
results are used in the modeling and animation of human 
body [21]. 
 
We model the hair strips using NURBS. We took all 
advantages of parametric surface such as its accurate and 
compact representation, support of global and local shape 
editing, and inherent continuity. We noticed the major 
drawback of NURBS that control nets consist of a regular 
rectangular grid of control points. However, as the hair 
strips take the rectangular shape, we can avoid the 
drawback. 
 
There is a direct mapping between the parametric space 
and the texture space using NURBS. We will discuss more 
in the subsection of rendering. 
 
We tessellate the NURBS representation into polygon 
mesh for the final rendering. The Oslo’s algorithm is 
implemented using the multiple knot insertion for the 
tessellation [17, 25]. If more than a few knots are being 
inserted at once, the Oslo algorithm is more efficient than 
the Böhm algorithm [24]. The different levels of resolution 
of tessellation can be automatically selected according to 
the distance to the viewpoint. When the viewpoint is far, a 
courser tessellation is used, and vice versa (Figure 2). 
 

   
(a) 88 polygons (b) 35 polygons (c) 12 polygons 

 
Figure 2. Tessellation of NURBS representation of a hair 

strip with different resolution 
 

For hair modeling, interactive software is implanted with a 
GUI for the user to define the hair strips. Each hair strip 
can be duplicated constantly or differently with changing 
some parameters such as the location, orientation, and 
weights for knots. The resulted strips represent one group 
of hair on the scalp. An important function is  to attach 
groups of strips to the triangles of the scalp mesh. The 
final modeling result can be saved for further use. 
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The modeler is object-oriented and implemented in Java 
1.2 and Java3D [22]. The root of the scene-graph is a 
Virtual Universe node, which holds all the objects. A Locale 
is attached to the root to get the viewpoint. A 
BranchGroup(BG) node is a container for other nodes, such 
as TransformGroups(TG), Behaviours, Lights, Shapes etc. A 
Behavior node provides interaction between the user and 
the scene graph. A TransformGroup node performs a 
transformation on all its children. A Shapes node 
represents the geometry and appearance of an object, 
which is one leaf node. The Hair BranchGroup holds all of 
the hair strips created. The Spline BranchGroup holds the 
shapes currently being modified. The Head BranchGroup is 
used to hold a bald scalp where the hair strips attach 
(Figure 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Scene graph of the hair modeler 

 

3.2 Hair Animation 
 

The hair animation is achieved by displacement of the 
control points of NURBS patch representing the hair 
strips. The most significant advantage the parametric 
representation enjoys over the polygon meshes lies in the 
fact that it can handle a deformation of any complexity and 
still appear smooth. This is because in altering the 
positions of the control points we are merely changing the 
coefficients of the basis functions. The deformed 

parametric surface is therefore in no sense less well 
defined than its un-deformed counterpart. 
 
We have implemented the keyframing animation for the 
current system. A GUI is provided for the user to 
interactively define the key frames. The user can displace 
the control points of strips for the whole group or 
individually for one strip. A few snapshots in color are 
shown in the section of results. 
 
Modeling hair in strips is closer to the scheme of cloth 
modeling than the scheme of hair modeling in individual 
strands. So the animation methods of cloth can be applied 
[2, 11]. We need to extend the animation framework from 
the polygon meshes to the parametric surfaces. 

 

3.3 Rendering 
 

  
(a) One strip represented by polygon mesh after 

tessellation  
 

 
 

(b) The Alpha map of the hair 

 
(c) The strip after texture mapping with the Alpha map 

 
Figure 5. Hair rendering of one strip 
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Texture mapping is very important for the visual effect. It 
becomes more popular with the advent of more powerful 
and cheaper graphics hardware. Another significant 
advantage of the parametric representation is that there is 
a direct mapping between the parametric u-v space and 
image s-t space. 
 
We also can take the rendering advantage of the polygon 
meshes by tessellation of the parametric representation. 
As described in the section of hair modeling, we tessellate 
each hair strip with different resolution. For each resulted 
vertex (x, y, z) of the polygon mesh, its parametric 
coordinate (u, v) is already known. Thus, the coordinate (s, 
t) of the texture space can be derived easily. 
 
We use the image with the Alpha channel (Alpha map) for 
texture mapping. In an Alpha map, the color intensity of 
each pixel is defined by (r, g, b, a), where r, g, and b are 
components for red, green, and blue components as the 
normal texture map, but different from the normal texture 
map, there is the fourth component a, the Alpha-value. 
The Alpha-value is used to represent the degree of 
transparency in computer graphics [23]. It represent total 
opaque if a=1, total transparent if a=0, and translucent if 
0<a<1. The image is called Alpha map if not all pixels with 
the value 1 for the Alpha-value. 
 
We use different resolution of images and Alpha map for 
texture mapping in order to achieve real time performance. 
The established technique of MIP Mapping is applied 
[10]. 
 
One rendering result of one hair strip is shown in Figure 5 
using the Alpha map. More results are shown in the 
section of the results. 

 
4 IMPLEMENTATION 

 
Our framework is object-oriented. The Java3D 1.1.3 API is 
used for the implementation. Each hair strip is implemented 
as one object, which contains information of its geometry 
and appearance. In addition, the hair strip object contains 
methods to re-tessellate and deform its geometry to 
generate new key-frames. It also has listeners that wake up 
on events to trigger animation and selection of different 
level-of-detail for tessellation. The object-oriented model 
improves interactivity. 

 
5 RESULTS 
 

In this section, we show more results of our hair modeling 
and animation framework. There are the rendering result 
(Figure 6), Hair strips attached with scalp (Figure 7), and 
finally, the snapshots of keyframing (Figure 8). 
 

 
(a) A group of Hair Strips in Gouraud Shading 

 

  
 

(b) A color texture map (left) and a Alpha map (right) 

 
(c) The rendering result by texture mapping using the 

color texture map and Alpha map 
 

Figure 6. The rendering result of a group of hair strips 
 

 
 

Figure 7. Hair strips attached to the scalp model 
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(a) Key frame 1 
 

 
 

(b) Interpolation resulted frame 1 
 

 
 

(c) Interpolation resulted frame 2 
 

 
 

(d) Key frame 2 
 

Figure 8. Snapshots of hair animation 

 
6 CONCLUSION 

 

We have presented a novel framework of human hair 
modeling and animation based on the modeling of the hair 
strips. Each hair strip, modeled by one patch of parametric 
surfaces, represents a group of hair strands.  Keyframing 
is implemented. Finally, we use polygon tessellation, 
texture mapping with the Alpha map for the rendering. The 
results are encouraging. 
 
Our framework is applicable to the modeling and the 
animation of  tree leaves and grass. 
 
We are working on the animation by extending the cloth 
animation framework [2, 11]. 
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