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Abstract

This paper addresses the issue of tracking translation
and rotation simultaneously. Starting with a kernel-based
spatial-spectral model for object representation, we define
an ��-norm similarity measure between the target object
and the observation, and derive a new formulation to the
tracking of translational and rotational object. Based on the
tracking formulation, an iterative procedure is proposed.
We also develop an adaptive kernel model to cope with
varying appearance. Experimental results are presented for
both synthetic data and real-world traffic video.

1. Introduction

Object tracking is a fundamental problem in machine vi-
sion [1], and it means to estimate the state of one or mul-
tiple objects as a set of observations (image sequences) be-
come available on-line. In visual tracking, a key component
is object representation which could describe the correla-
tion between the appearance and the state of the object.

Many parametric statistical techniques have been applied
to object representation, by exploiting essential statistics of
the appearance of the object. In [2] a unimodal Gaussian
was engaged to model a blob region of similar color. Fur-
thermore, multimodal Gaussian using EM algorithm pro-
vides a way to model a blob with a mixture of colors [3, 4],
but practically it may face the problem in choosing the right
number of Gaussians.

Unlike parametric techniques, non-parametric tech-
niques do not necessarily depend on a presumed distribu-
tion model of the object, thus they are more widely appli-
cable. In the machine vision community, color histogram
is a non-parametric approach that has been extensively ex-
ploited [5, p.47]. Another class of non-parametric technique
called kernel density estimation has also become a very im-
portant data analysis tool [5, p.125]. Much research has
been done on the theoretical properties of kernel esti-
mators and the superiority over other estimators such as

histograms is well-established. In [6], Comaniciu took ad-
vantages of spatial kernels, together with color histograms,
to represent blob-alike color objects, and the representa-
tion led to an efficient mean-shift approach to tracking.
Moreover, Collins extended the mean-shift tracker by us-
ing scale kernels to accurately capture the target’s variation
in scale [7]. Besides, Elgammal also proposed a color-blob
model based on kernel density estimation for object seg-
mentation [8].

However, another type of motion – rotation – has not yet
been intensively studied in previous research using kernel
density estimation techniques. In fact, rotation estimation
is an important problem since rotation information can be
very useful for both follow-up processing and video under-
standing. For example, an automatic face recognition sys-
tem would require geometrically normalized face images,
and such a geometric operation would depend on the face’s
accurate orientation.

This paper proposes a new method for tracking trans-
lation and rotation simultaneously. The method employs
a kernel-based model for object representation, which of-
fers more accurate spatial-spectral description than previ-
ous blob models. And by defining a ��-norm similarity mea-
sure between the target model and the observation, we de-
rive a new formulation to the tracking of translational and
rotational object. From the tracking formulation, an iterative
procedure is derived to estimate the object’s state. To cope
with inconsistent appearance of the target, this paper also
presents an adaptive kernel model using an online mainte-
nance mechanism.

We conduct a few experiments to examine the proposed
tracking method. The results attest to the effectiveness of
the proposed method.

2. Tracking Formulation

Generally, an visual object appears as a region consisting
of � pixels ���� with colors ��� � ������. Given a collec-
tion of samples, we represent the object by a joint spatial-
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color kernel density
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where � is a normalization constant, �� and �� are kernel
functions with bandwidth �� and ��.

Let’s the object rotate around a reference point ��, usu-
ally the centroid of the object, by an angle �. All the points
on the object would be subject to the following transform �
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or written in vector form as: ����� � ����� � ��, where
��� � ����� is the relative position of a pixel ��. �� is the
rotation matrix determined by �.

In tracking, we have a target model ������������ cen-

tered at origin (����� � �), and an observation (usually a can-
didate region around the presumed position) ������������ in
the current frame. Tracking a rotating object amounts to es-
timating the position �� and the pose � that maximize the
similarity between �� and �, where �� is the kernel den-
sity representation of the target after translation and rota-
tion by ���� ��. Here the similarity distance between repre-
sentations is defined in �� metric space

����� �� �

�
���� � �������� (3)

�

�
���������

�
������� �

�
�������

It can be shown that for given � and �, the first two terms on
the right hand are constants. With the general relation
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we can calculate the integral for the last item and rewrite the
distance measure as

����� �� �
�
�	


���
�����

���
� � �� � �

���

 ���

�
��������� (5)

where � or � denotes a sample from object �� or candi-

date ��, and �
������
� represents ���
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�
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� �. Thus, the
tracking can be formulated as searching for

����� ��� � argmin���	������� �� (6)

3. Iterative Tracking Algorithm

Due to the continuity of kernel functions in Eq. 5, the
goal of tracking (Eq. 6) means ����� �� � �, which im-
plies both������� �� � � and������ �� � �. After some

manipulations, there is
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where the weight ��
 is given by
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 � �� ���
�����

���
� � �� � �

���

 ���

�
������� �� (8)

with �� the derivative of ��.
Set ������� �� � � and we obtain the following solu-

tion
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Since �� is embedded in weights ���
� on the right side,
the equation implies an iterative solution.

To study the partial derivative of ���� �� with respect to
�, we denote
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then we have
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where ��
 a variable independent upon �.
After some manipulations, we derive
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where
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and ��
 is as given in Eq. 8. We see that setting
������ �� � � amounts to setting ���	
� � ��
�
� � �.
This can be easily solved by

� � �
�
���
���

��� � ���
� (14)

Hence, we can use Equations (9,14) together with Eq. 5
to simultaneously estimate the position and the pose angle
of the object by an iterative program. In a simplified form,
the tracking algorithm is presented below.
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1. Given the target model ������ with �����
� ��

���
� �, as

well as its location �� and pose � in the previous frame.

2. Initialize the location and pose of the target in the cur-
rent frame. At present we just use their previous state;

3. Extract a candidate region (�����
� ��

���
� �) containing

the object at the presumed location and pose;

4. Update �� according to Eq. 9, let the change be �����;

5. Update � according to Eq. 14, let the change be �����;

6. If ����� � �� or ����� � ��, go to Step 3;

7. Proceed to next frame, go to Step 2.

4. Adaptive Kernel Density Model

In many real world videos, the object of interest may
show continuous variations in appearance caused by e.g.
out-of-plane rotation or non-rigid deformation. This would
pose a problem to target modeling ellaborated earlier. To
solve the problem, this section introduces an adaptive tar-
get model based on an on-line maintenance mechanism.

First, we define a probabilistic transient appear-
ance model that consists of three elements: ��, ����� and
�����. �� is the region of the pixels � that might be-
long to the target, where �� is the likelihood of a pixel being
from the target, and �� is the color of a pixel. Then, ac-
cording to the object’s transformation 	 at frame 
, the ap-
pearance of each pixel in the target model would be
�	 �������	 ����. Then the appearance model would be
updated by

����� � ������� � ���	 �������	 �����

����� � ��� ��������� � ����	 ���� (15)

where �� is the kernel density (Eq. 1), � a parameter con-
trolling the speed of color adaptation.

5. Evaluation with Synthetic Data

In this evaluation, we used a computer-generated
diamond-shaped color object and a few 20-frame long test
sequences, each sequence with a particular level of ad-
ditive Gaussian noise. The object was moving and rotat-
ing stochastically at the speed of up to 10 pixels and 1/12
rad per frame. The Gaussian noise had a standard deriva-
tive � that ranged from 50 to 200. Some cropped image
samples are shown in Figure 1, where the correspond-
ing noise level � are 50, 80, 110, 140, 170 or 200 from left
to right (pixel value in the range [0 255]).

Here we also examined two variants of our method (the
proposed method is referred to as ”Rotational Spatial-Color
KD”). In one case, the variant tracker called ”Spatial-Color
KD” did not cope with rotation by setting � � �; in the

Figure 1. Synthetic images under various lev-
els of noise corruption.

other case, the tracker ”Color KD” discarded spatial infor-
mation in the object representation model (Eq. 1) by setting

� � �, thus it may be comparable to blob trackers [6]. Fig-
ure 5 shows the comparative results.

The results show that the proposed method could track
both the object’s position and pose angle accurately under
high level (up to 170) of noise. It’s also indicated that the
method was more robust and could produce significantly
smaller tracking error than ”Color KD” or ”Spatial-Color
KD”.

6. Experiment with Real World Video

The traffic video (Figure 3) were obtained from
KOGS/IAKS Universität Karlsruhe 1. The video was cap-
tured on a snowy day, where the target objects were cars
turning at a cross. The low quality of images and the small
size (up to 36�36) of cars pose a problem to accurate track-
ing of position as well as pose angle.

Figure 3. Real world car tracking image

The proposed tracking algorithm with adaptive kernel
density model was applied to tracking the cars. Some re-
sults are shown in Figure 4, where the right panel plots the
estimated trajectory with changing pose angle (denoted by
arrows). It can be seen that, despite the out-of-plane rota-
tion and low image quality, the model could well adapt to
the changing appearance of the object, yielding accurate es-
timation of both translation and rotation.

At present, the initial target are set manually. To achieve
full automation, a detection and segmentation algorithm
could be used to locate and initialize the target model.
Favourably, there has been much research on detection

1 http://i21www.ira.uka.de/image sequences/

Proceedings of the 17th International Conference on Pattern Recognition (ICPR’04) 
1051-4651/04 $ 20.00 IEEE 



0 5 10 15 20
0

10

20

30

40

50

60

70

80

Frame

M
S

E

Rot-Spatial-Color KD
Spatial-Color KD
Color KD

50 100 150 200
10

1

10
2

10
3

10
4

10
5

Noise level (σ)

M
S

E

Rot-Spatial-Color KD
Spatial-Color KD
Color KD

50 80 110 140 170 200
-1

-0.5

0

0.5

1

1.5

2

2.5

3

Noise level (σ)

M
S

E
 (

ra
di

an
)

(a) Tracking translation at � � ��� (b) Tracking translation over � (c) Tracking pose angle over �

Figure 2. Comparative results of tracking artificial objects

F
ra

m
e 

01
F

ra
m

e 
36

Object Model 260 280 300 320

150

200

250

300

350

400

Figure 4. Results of Car Tracking

[9]. Recent work in [10] also offers an efficient detection-
segmentation approach, which will hopefully be incorpo-
rated into our tracking system.

7. Computational Complexity

Because the algorithm is iterative and it usually takes a
few iterations (usually less than 5) to converge, the overall
computational complexity would mainly depend on the cost
of each iteration. In particular, computing translation vector
by Eq. 9 requires������� computational time (��(��) is
the number of target(candidate) pixels). And, for comput-
ing rotation angle according to Eq. 14, the cost is also ap-
proximately given by �������. Hence, we conclude that
the overall computational cost for each iteration is given by
�������.

Besides, an effective method to reduce the computational
complexity is to use an alternative kernel function such as
Epanechnikov kernel which is much less computationally
expensive than Gaussian functions.

In a real implementation (with Matlab and Visual C++,
unoptimized codes) on a conventional 1.3GHz Pentium-M
PC, the system achieved a frame rate of 4fps for tracking a
target object of 645 pixels (RGB color space).

8. Conclusion

The purpose of this work was to propose a new method
for tracking translational and rotational objects. We have de-
rived a formulation to the translation-rotation tracking, by
using a kernel-based spatial-color model for object repre-
sentation. With this formulation, we have developed an it-
erative procedure to tracking. Furthermore, an adaptive ker-
nel model has been proposed to cope with varying target ap-
pearance during tracking. Experimental results attest to the
effectiveness of the proposed method.
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