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Abstract

In this paper, we will show how non-photorealistic ren-
dering (NPR) can take a new role in content-based im-
age retrieval (CBIR). We propose a content-based image
retrieval method. The novelty is that it is based on the
painting representation of images, obtained by Stochastic
Paintbrush Transformation (SPT), which automatically sim-
ulates a painting process. The painting representation is a
stroke sequence. Stroke parameters include color and struc-
ture (size, orientation, and position) information. We have
compared our method with Global Histogram Intersection
(GHI) and Oracle’s CBIR functions on a database of 1,017
images. The results show that our method has a better per-
formance.

1. Introduction

Non-photorealistic rendering (NPR) refers to any tech-
niques which can produce a non-photorealistic image.
There are three distinct types: direct rendering of 3D scenes
([9]), transformation from a photo ([8, 16, 13, 12]), and in-
teractive drawing ([17, 6]). A more general survey of NPR
can be found in [3].

Content-based image retrieval (CBIR) extracts features
to index images. The features extracted from images can be
semantic or primitive. The most common primitive features
are color, texture, and edge/shape. In CBIR, users search
images by submitting query image or as alternatives some
texture pattern or color from a palette or sketch drawn by
users. Although the vast majority of current CBIR tech-
niques are designed for primitive level retrieval, some re-
searchers have attempted to tackle semantic feature retrieval
methods ([4]). Recent research on semantic feature retrieval

has tended to concentrate on one of two problems. The first
is scene recognition ([15]). The second is focus on object
recognition ([5], [7]). However it is hard to obtain semantic
features without human assistance.

NPR and CBIR seem to be the two separated areas. The
current CBIR work is only limited the use of a hand drawing
sketch as one way of the input to retrieve image databases.
One major problem of CBIR is that there is a gap between
human perception and the commonly used primitive fea-
tures. However, the human perception in a painting is a
key problem in NPR and has been well addressed. It will be
promising to explore the use of NPR in CBIR. In this paper,
we propose a CBIR method. The novelty is that it is based
on the painting representation of image (NPR), obtained by
Stochastic Paintbrush Transformation (SPT) method, which
automatically simulates painting process. The painting rep-
resentation is a stroke sequence. Stroke parameters include
color and structure (size, orientation, and position) infor-
mation that is contained in the painting representation. We
use the information to measure similarity between images.
The intuition is that the similar images have similar paint-
ing representations (the stroke sequences) and the represen-
tation is closely related to the human perception. For ex-
periment study, we have compared our method with Global
Histogram Intersection (GHI) and Oracle’s CBIR functions
on a database of 1,017 images. The results show that the
method has a better performance.

The remaining part of paper is organized as follows: first,
we describe an SPT method that we have implemented in
our CBIR method (Section 2). It is based on the work pro-
posed in [16] with some improvements. Note that our CBIR
method is general and other NPR methods also can be used.
Then, we propose the CBIR method in Section 3. The paint-
ing representation derived from the SPT method is directly
used to compute the similarity value between two images.



In Section 4, we brief the implementation and show the ex-
periment results. Finally, we conclude this paper in Section
5.

2. A Stochastic Paintbrush Transformation
Method

A stochastic paintbrush transformation (SPT) is an NPR
method that simulates the painting process with sequential
strokes at decreasing scales of brush-sizes. While the edge
information in the original image is preserved in the paint-
ing, fine details are discarded. The rendering process of
SPT is a random searching process to generate sequential
strokes. A stroke is determined by 5 parameters: shape,
size, orientation, position and color, where the shape is con-
stant in the whole painting process; the size is decreased at
every painting stage; the orientation and position are ran-
domly generated but accepted according to some criteria;
the color is determined by the color distribution in the stroke
area of the original image. Acceptance of a stroke depends
on the change of the error-summation between the original
image and the painting over the stroke area with the intro-
duction of the stroke.

One SPT algorithm was proposed by Sziranyi and Toth
in [16]. To adopt it for our purpose, we modified and im-
proved the algorithms in several places:

First, the stroke color policy at large brush size, which
sets stroke color to the majority-vote color in the stroke-
area of the original image, is extended to all brush sizes.
This modification makes the edge information in the origi-
nal image better preserved in the painting.

Second, Simulated Annealing is used in SPT to con-
trol the production and acceptance of strokes, since the
painting process of SPT can be seen as a sampling proce-
dure. Kirkpatrick et al. proposed Simulated Annealing, a
method using Metropolis Monte Carlo simulation to find the
lowest energy (most stable) orientation of a system ([11]).
Metropolis Monte Carlo simulation is a sampling procedure
that incorporates a temperature of the system ([14]).

The painting process in a stage (i.e. at a brush size) is a
Simulated Annealing process and can be separated into it-
erations, with each iteration a Metropolis Monte Carlo sim-
ulation. A randomly produced stroke in an iteration cir-
cle is a Monte Carlo step. The energy of the system, i.e.
the painting process, relates to the distortion value between
the current painting and the original image. Thus we de-
fine the energy difference on the acceptance of the stroke is
������� � ������. � is the current distortion value over
the stroke area between the original image and the current
painting; �� is the distortion value over the stroke area with
the introduction of the stroke. A stroke is accepted with the
probability:

������ ������������ (1)

where �� is the Simulated Annealing temperature which
decreases when iteration goes on. It is easy to verify
that Eq. (1) accords with the acceptance rule in Metropo-
lis Monte Carlo simulation. As Simulated Annealing is to
find the lowest energy (most stable) orientation of a system,
the introduction of it into SPT makes the final status of SPT
with the lowest energy, i.e. the painting with least distortion
to the original image.

Third, distortion-map �� is refreshed after every accep-
tance of new stroke instead of after an iteration in the orig-
inal algorithm. This makes the painting process use infor-
mation brought by new strokes as soon as possible.

Last, the average error-summation of the distortion-map
�� in the last 10 iterations is used to control quality of
the painting process, instead of the error-summation of the
distortion-map �� in the last iteration. This makes the qual-
ity of the painting more guaranteed. The modified algorithm
is listed as follows.

Algorithm 1 (Modified SPT)

�1 While not all brushes have been used.

�i Pickup the brush of the next biggest brush-size�.

�ii Produce the distortion map�� which is the differ-
ence image between the original image� and the
current painting��: �� �� � � �� � (�� is an
empty painting).

�iii While the average error-summation of the
distortion-map �� in the last 10 iterations is
bigger than a limit.

�a Compute the error image�� which is a
smoothed version of��, where the smoothing
at each pixel is performed in a circle of diame-
ter �.

�b Compute the histogram of�� and set thresh-
old � such that the frequency of higher values
equals to a predefined	 .

�c While the number of strokes generated at this
status is less than a threshold.

� Randomly choose a position

 and brush orientation � �
���� 		�
�� �
�� �
�
�� ���� ��
�
��
��
�� �

�
�� such that ���
� 	 �



(i.e. the distortion at
 is high enough).
Set the brush color
 to the majority
vote of colors of the original pixels
falling inside the new brush stroke

��� 
� �� 
�.

� Compute the new distortion�� and the
previous (i.e. without
��� 
� �� 
�) dis-
tortion � over the stroke area. The new
stroke is then accepted with a probability
������ �����������.

� Update distortion map��.

�d ���� � �����, � � �� �.

�2 Done.

Paintings drawn by our adapted SPT method is shown
in Fig. 1 with a rectangle shape brushes. At every stage,
SPT produces a stroke sequence and a painting, which are
equivalent. In a stroke sequence produced by SPT, there are
a lot of strokes wholly covered by succeeding strokes in the
sequence. These strokes are redundant, as the information
carried by them is replaced by the information carried by
succeeding strokes, i.e. they do not contribute to the paint-
ing. Therefore, we delete these redundant strokes from the
stroke sequences produced by SPT.

A painting obtained by SPT is expressed as a stroke
sequence, characterized by its parameters including color,
size, orientation and position. Thus we use the stroke fea-
tures to measure similarity between images. The intuition
is that the similar images have similar painting representa-
tions (the stroke sequences) and the representation is closely
related to the human perception.

3. The CBIR Method

In this section, we present our content-based image re-
trieval (CBIR) method. The novelty is that it is based on
the painting representation of image, obtained by Stochas-
tic Paintbrush Transformation (SPT), which automatically
simulates painting process. We will show how the color
and structure information can be used. Then, we will show
how semantic meanings can also be combined.

For two images �� and ��, we have their stroke sequences
�� and �� derived from SPT. The information associated
with each stroke is size, orientation, position, and color.
Note that each sequence is already sorted by its size due
to our SPT algorithm. For our purpose of retrieval, we pri-
oritize the information in a decreasing order: color, orienta-
tion, and position. This setting is based on the observation

(a) Original image (b) Brush at sizes: ��� �

(c) Brush at sizes: ��� � (d) Brush at sizes: �� �

Figure 1. Sample paintings drawn with SPT
Algorithm 1 using rectangle brushes

and experiment study. Thus, among the same size strokes
of one painting, we first sort them by their color, then the
orientation, and finally the position. The setting my be dif-
ferent for other applications.

Now the similarity value 
������ ��� between images ��
and �� is derived by the comparison of the stroke sequences
�� and ��. The process can be described as follows:

Algorithm 2 (Compute the Similarity Value)

�1 Pick two same size strokes
� and 
� respectively from
stroke sequences�� and��.

�2 Compute the similarity values 
������
�� 
��,

������
�� 
��, and 
����	�
�� 
�� of color, orien-
tation, and position between the strokes
� and
�.

�3 Add the 3 similarity values 
������
�� 
��,

������
�� 
��, and 
����	�
�� 
�� with the weights
����, ���� and ���	 together, the similarity value
contributions of the stroke
� and 
�, to the similarity
value
������ ��� of images�� and��.

�4 Repeat steps Step�1 to Step�3 until running out of the
same size strokes from�� or ��.



�5 Count the number� of the remaining same size strokes
of �� or �� and remove them. This number� is used to
adjust the similarity value
������ ���. The smaller the
number�, the higher the similarity value of these�� and
��.

�6 Repeat steps Step�1 to Step�5 using the smaller size
strokes until running out of the strokes in�� or ��.

�7 Adjust the similarity value
������ ��� by the number�,
the number of the remaining strokes in�� or ��.

�8 End.

The similarity values 
������
�� 
�� and 
����	�
�� 
��
of orientation and position is computed in joint space and
Cartesian space respectively. When the two orientation
angle difference �� (distance �) of strokes 
� and 
�
is �� (� unit), its orientation (position) similarity value

������
�� 
�� (
����	�
�� 
��) equals to ��� (���). The
orientation angle difference (distance) is bounded by ����

(the diagonal length of the image). This will lead to the
orientation and position similarity values in a range of
����� ����. The similarity value 
������
�� 
�� of two col-
ors can be computed in CIE-L�u�v� color space [10]. It is a
3-D space, so the computing is in a similar way as comput-
ing the position similarity value in Cartesian space. Their
weights ����, ���� and ���	 to the overall similarity value

������ ��� are determined in the experiment tuning.

Finally, to show how semantic meanings can be com-
bined, we applied the CBIR method by regions in images.
The image segmentation method used in BLOBWORLD
([1, 2]) was applied to obtain regions. The strokes of an
image were separated into groups such that each group cor-
responds to a region and centroids of the strokes in a group
are all located in the corresponded region. The similarity
between two images, � and �, is measured by Algorithm 3
listed as follows:

Algorithm 3 (Semantic Measurement)

�1 While not all regions in� have been selected as fore-
ground.

�i While not all regions in� have been selected as fore-
ground.

�a Select the next region in�, regard it as the
foreground and the remaining regions as the
background.

�b Select the next region in�, regard it as the fore-
ground and the remaining regions as the back-
ground.

�c Compute the similarity�
 between the fore-
grounds and the similarity�� between the
backgrounds. The similarity between� and
� at this configuration is computed as� �
�

�
�
 �

�

�
�� and� is stored.

�2 Choose the maximum S stored at Step�c as the similarity
between� and�.

�3 End.

4. Implementation and Experiment Study

One image database was used in experiments. It contains
1,017 images including human portraits, natural scene, city
scene, rural scene, synthetic images, etc. The original size
of these images is around ���
��� or ���
���. They were
resized into a bounding box of 	
�
 	
� while keeping the
original ratio for SPT transformation. SPT went through 3
stages for every image. The brush size � used in each stage
were respectively 	�
 �, �	
 � and �
 	.

The next step is to tune the parameter setting for weights
of the global color, local color, texture and shape. We take
images randomly from the database. We found that the
weight setting: ���� � ����, ���� � ���
 and ���	 � ��	
,
gives the best performance on this database. Thus, we will
use them in the following experiments.

To evaluate the performance of the CBIR methods, we
manually chose similar images for every image in the
database. Although this is subjective, it can determine
whether the CBIR performance is close to human percep-
tion. In each query, all images in database are ordered on
the similarity measurement.

Precision rate and recall rate are mostly used criteria to
determine the performance of a CBIR method. We used
precision-recall graph to illustrate the performance of CBIR
methods.

The proposed CBIR method was compared with GHI
and oracle 9i’s CBIR function. In implementing GHI, we
partitioned the CIE-L�u�v� color space such that the L
channel was divided into 6 intervals, the U channel was
divided into 14 intervals, and the V channel was divided
into 10 intervals. This partition makes a cube with the
same length in each channel. The oracle’s CBIR function
indexes images on four attributes, i.e. global color, local
color, texture and shape. The similarity between two im-
ages is a weighted summation of similarity scores on these
four attributes. Users determine the weights of these four



attributes. The comparison result is depicted in Fig. 2. Two
retrieval samples are showed in Fig. 3 and Fig. 4. The
database together with the ground truth are available on our
web site: www.cs.ust.hk/k̃ato/research/spt/cbir/. The exper-
iment shows that the proposed CBIR method has better per-
formance than GHI and oracle 9i’s CBIR function.

5. Conclusion

In this paper, we have explored a new role of non-
photorealistic rendering (NPR) in content-based image re-
trieval (CBIR). We have proposed and implemented a CBIR
method using the painting representation (the strokes) de-
rived from a stochastic paintbrush transformation (SPT)
method. We have conducted the experiment study and the
preliminary results are encouraging.
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Figure 2. Precision-recall curves of the proposed method, GHI, and Oracle CBIR function



Query image

Ground truth (5 images)

First 5 images retrieved by selected method

First 5 images retrieved by GHI

First 5 images retrieved by Oracle

Figure 3. Sample retrieval result 1



Query image

Ground truth (3 images)

First 5 images retrieved by selected method

First 5 images retrieved by GHI

First 5 images retrieved by Oracle

Figure 4. Sample retrieval result 2


