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Attention is all you need

Key ideas of paper (https://arxiv.org/abs/1706.03762):

1. Multi-head attention (fully)
2. Batch with masking (related to above)
3. Sinusoidal positional encoding (jury is still out on this)

Implementation tricks:

Byte-Pair Encodings, Layer Normalization, Residual Connections, Adam (with 
warm start), Label Smoothing, Checkpoint Averaging, Decoder Beam Search 
and Length Penalty

https://arxiv.org/abs/1706.03762


Class Poll Results



Resources

● Jay Alammar’s Illustrated Transfomer 
http://jalammar.github.io/illustrated-transformer/

● Alexander Rush’s Annotated Transformer 
http://nlp.seas.harvard.edu/2018/04/03/attention.html

● Michal Chromiak’s post 
https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-
is-all-you-need/

● Google AI Blog 
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.htm
l

● Building the Mighty Transformer for Sequence Tagging with Pytorch 
https://medium.com/@kolloldas/building-the-mighty-transformer-for-sequ
ence-tagging-in-pytorch-part-i-a1815655cd8  

http://jalammar.github.io/illustrated-transformer/
http://nlp.seas.harvard.edu/2018/04/03/attention.html
https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-is-all-you-need/
https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-is-all-you-need/
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
https://medium.com/@kolloldas/building-the-mighty-transformer-for-sequence-tagging-in-pytorch-part-i-a1815655cd8
https://medium.com/@kolloldas/building-the-mighty-transformer-for-sequence-tagging-in-pytorch-part-i-a1815655cd8


Encoder-Decoder 
Architecture
Most competitive neural sequence 
transduction models have an 
encoder-decoder structure (Vaswani et 
al, 2017).

The encoder is composed of a stack of 
N=6 identical layers, each with  two 
sub-layers: a multi-head self-attention 
mechanism, and a simple, 
position-wise fully connected 
feed-forward network. There is a 
residual connection around each of
the two sub-layers, followed by layer 
normalization.

The decoder is also composed of a 
stack of N=6 identical layers. The 
decoder inserts a third sub-layer, which 
performs multi-head
attention over the output of the 
encoder stack. The self-attention 
sub-layer in the decoder stack has 
masking to prevent positions from 
attending to subsequent positions.
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Positional Encoding

Credit: http://jalammar.github.io/illustrated-transformer/

Credit: http://nlp.seas.harvard.edu/2018/04/03/attention.html
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Seq2Seq with Attention (Recap)
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Encoder-Decoder Attention (Recap)
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Multi-Head Attention

Credit: https://mchromiak.github.io/articles/2017/Sep/12/Transformer-Attention-is-all-you-need/
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Multi-Head Attention



Layer Normalization + Residual Connections

Credit: http://jalammar.github.io/illustrated-transformer/

Layer Normalization, Ba et al (2016) https://arxiv.org/pdf/1607.06450.pdf



Position-wise Feed Forward Network

Why do we need a FFN when we already have attention?

How is this position-wise?

How is the FFN described in formula (2) the same as two 
convolutions with kernel size 1?



Decoder Masked Attention

Credit: https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html



More Recent Works

Constituency Parsing with a Self-Attentive Encoder (Kitaev and Klein, 2018)

https://arxiv.org/abs/1805.01052



More Recent Works

Semi-Supervised Disfluency Detection (Wang et al. 2018)

https://arxiv.org/abs/1806.06957



More Recent Works

Improving Language Understanding by Generative Pre-Training (OpenAI)

https://s3-us-west-2.amazonaws.com/openai-assets
/research-covers/language-unsupervised/language_u
nderstanding_paper.pdf



More Recent Works

A Comparison of Transformer and Recurrent Neural Networks
on Multilingual Neural Machine Translation (Lakew et al. 2018)

https://arxiv.org/abs/1806.06957



More Recent Works

How Much Attention Do You Need?
A Granular Analysis of Neural Machine Translation Architectures (Domhan 2018)

http://aclweb.org/anthology/P18-1167



More Recent Works

Universal Transformers (Dehghani et al. 2018)

https://arxiv.org/abs/1807.03819



End of Part 1



Convolutional
Neural Networks

for NLP

Takanori Aoki
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• Why CNN for NLP ?

• Comparison between RNNs and CNNs

• What is “convolution” ?

• Convolutional Neural Networks for Sentence 
Classification (Kim, 2014)

• Character-level CNN
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Overview



Why CNN for NLP ?

• Application
• Text classification (e.g. sentiment analysis)
• Translation

• Recurrent Continuous Translation Models
     (Kalchbrenner and Blunsom , 2013)
• Using CNN for encoding and  RNN for decoding

• Motivation
• CNN is faster since the computations can be more parallelized 

compared to RNN
• RNN needs to be processed sequentially because subsequent 

steps depend on previous ones
• CNN is good at extracting “strong signal” from a document no matter 

where important features are.
• In RNN, words in the center of a longer document might get lost
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• RNN processes input sequentially

• CNN can compute vectors for every possible phrase

• Example: “the country of my birth” 

• “the country", "country of", "of my", "my birth", "the 
country of",  "country of my", "of my birth", …

24

the country of my birth

1 1 5.5 4.5 2.5
3.5 5 6.1 3.8 3.8

0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

1.1 3.5 …
0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

the country of my birth

Comparison between RNNs and CNNs
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What is “convolution” ?



1-d convolution processing flow
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ref: https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf

https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf


1-d convolution processing flow
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ref: https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf

https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf


1-d convolution processing flow
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ref: https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf

 

https://pdfs.semanticscholar.org/2af2/2f144da59836946a58fe6ff993be59bccd24.pdf


Convolutional Neural Networks for Sentence 
Classification (Kim, 2014)
• Following 7 text classifications were attempted by using CNN

MR: Movie reviews with one sentence 
per review. Classification involves 
detecting positive / negative reviews

SST-1: Stanford Sentiment Treebank—an 
extension of MR but with train/dev/test 
splits provided and fine-grained labels 
(very positive, positive, neutral, negative, 
very negative)

SST-2: Same as SST-1 but with neutral 
reviews removed and binary labels.

Subj: Subjectivity dataset where the task 
is to classify a sentence as being 
subjective or objective

TREC: TREC question dataset—task 
involves classifying a question into 6 
question types (whether the question is 
about person, location, numeric 
information, etc.)

CR: Customer reviews of various 
products (cameras, MP3s etc.). Task is to 
predict positive / negative reviews

MPQA: Opinion polarity detection 
subtask of the MPQA dataset
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Convolutional Neural Networks for Sentence 
Classification (Kim, 2014)
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• Highlights

• Convolution layer

• To extract feature (i.e. generate feature map) from 
sentence

• Max-over-time pooling layer

• To capture “strongest signal” from feature map

• Multi-channel

• To prevent overfitting

• Fully connected layer with softmax

• To classify sentence

• Dropout and L2 regularization

• To make a model robust
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CNN architecture of Kim’s paper (2014)
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Convolutional layer



 

0.4
0.3

the

2.3
3.6

birth

4
4.5

my

2.1 7
3.3 7

country of

1.1
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How Convolutional Layer works – generate feature map
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0.4
0.3

the

2.3
3.6

birth

4
4.5

my

2.1 7
3.3 7

country of

1.1

     

 

How Convolutional Layer works – generate feature map

 



 

1.1 3.5 2.4

0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

the country of my birth
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How Convolutional Layer works – generate feature map

 
Narrow convolution !
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1.1 3.5 … 2.4

0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

the country of my birth
     

 
 

0
0

0
0

 

   

How Convolutional Layer works – generate feature map

 

Wide convolution !
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Max-over-time pooling layer
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1.1 3.5 2.4

0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

the country of my birth
     

   

 

How Pooling Layer works - capture the strongest signal

3-gram
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0.7 3.1 … 4.7

0.4 2.1 7 4 2.3
0.3 3.3 7 4.5 3.6

the country of my birth

How Pooling Layer works - capture the strongest signal

2-gram
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Multi-channel approach
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Non-static
channelStatic

channel

How Multi-channel works
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Fully connected layer with softmax
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Fully connected layer with softmax and dropout
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Fully connected layer with softmax and dropout
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To make a model robust: L2 regularization
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All hyperparameters of Kim’s paper (2014)
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CNN-rand: Baseline model where all words are randomly initialized and 
then modified during training.

CNN-static: A model with pre-trained vectors from word2vec. All 
words— including the unknown ones that are randomly initialized—are 
kept static and only the other parameters of the model are learned.

CNN-non-static: Same as above but the pretrained vectors are 
fine-tuned for each task.

CNN-multichannel: A model with two sets of word vectors. Each set of 
vectors is treated as a “channel” and each filter is applied to both 
channels, but gradients are backpropagated only through one of the 
channels. Hence the model is able to fine-tune one set of vectors while 
keeping the other static. Both channels are initialized with word2vec.

• These 4 models were compared

Experiments
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Experimental results (Kim, 2014)



• Dropout gives 2 – 4 % accuracy improvement. However, several 
baselines didn’t use dropout.
• Still remarkable results and simple architecture !

• Difference to window and RNN architectures we described in 
previous lectures: pooling, many filters and dropout

• Ideas can be used in RNN’s too
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Note: Problem with comparison?
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• One of the first successful neural machine 

translation efforts

• Uses CNN for encoding and  RNN for 

decoding

• Kalchbrenner and Blunsom (2013)
“Recurrent Continuous Translation Models”

csm
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CNN application: Translation



Character-level
CNN
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Why Character-level CNN (CLCNN) ?
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Character-level Convolutional Networks for Text 
Classification (Zhang, X., et al., 2015)
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Quantization (Zhang, X., et al., 2015)

- Encode following 70 target characters as one-hot vectors

(e.g.) a = (1 0 0 … 0),
b = (0 1 0 … 0),
…

 } = (0 0 0 … 1) 54



Conv, Pooling, and Fully-connected layers
(Zhang, X., et al., 2015)
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Dataset for evaluation (Zhang, X., et al., 2015)

• Following 8 text classifications were attempted by using CLCNN

*1 Although this is a dataset in Chinese, we used pypinyin package 
combined with jieba Chinese segmentation system to produce Pinyin – a 
phonetic romanization of Chinese. The models for English can then be 
applied to this dataset without change. The fields used are title and content.

(*1 )
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Best model in the dataset
Worst model in the dataset

Experimental results (Zhang, X., et al., 2015)
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Best model in the dataset
Worst model in the dataset

- Larger datasets tend to perform better in CLCNN
- More than several millions samples, CLCNN starts to do 

better
- CLCNN may work well for user-generated data

- Further analysis is needed to validate the hypothesis
- There is no free lunch



A Character-Level Convolutional Neural Network with 
Embeddings For Detecting Malicious URLs, File Paths and Registry 
Keys (Saxe, X. & Berlin, K., 2017)

• Malicious URLs, File Paths and Registry Keys detections were 
attempted by using Character-level CNN

• Targets are not documents but just strings! 
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Malicious URLs

Malicious File Paths

Malicious Registry Keys



Overview of CNN architecture
(Saxe, X. & Berlin, K., 2017)
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Encoding input string into 
embedded vector by each 
character

Feature extraction by 
Convolution and Pooling 
layers

Classification by 
Fully-connected layers



Detail of CNN architecture
(Saxe, X. & Berlin, K., 2017)
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Experimental results
(Saxe, X. & Berlin, K., 2017)
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Other interesting attempts for Japanese
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• Japanese Text Classification by Character-level Deep ConvNets 
and Transfer Learning (Sato, M., et al., 2017)

http://www.scitepress.org/Papers/2017/61934/61934.pdf

• Compared model performance between Japanese text 
romanization and character-level embeddings

• One-hot encoding is not good way because there are 
2,000+ daily use characters in Japanese

• Transfer learning can be helpful to build robust model given 
small training dataset

• Document Classification through Image-Based Character 
Embedding and Wildcard Training (Shimada, D., 2016)

http://ucrel.lancs.ac.uk/bignlp2016/Shimada.pdf

• Using text as image data to build CNN

http://www.scitepress.org/Papers/2017/61934/61934.pdf
http://ucrel.lancs.ac.uk/bignlp2016/Shimada.pdf
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- Character-level Convolutional Networks for Text Classification
     (Zhang, X., et al., 2015)
     https://arxiv.org/pdf/1509.01626.pdf
- A Character-Level Convolutional Neural Network with Embeddings For 

Detecting Malicious URLs, File Paths and Registry Keys
     (Saxe, X. & Berlin, K., 2017)
     https://arxiv.org/pdf/1702.08568.pdf
- Japanese Text Classification by Character-level Deep ConvNets and Transfer 

Learning (Sato, M., et al., 2017)
     http://www.scitepress.org/Papers/2017/61934/61934.pdf
- Document Classification through Image-Based Character Embedding and 

Wildcard Training (Shimada, D., 2016)
     http://ucrel.lancs.ac.uk/bignlp2016/Shimada.pdf

Character-level CNN

Word-level CNN
- Convolutional Neural Networks for Sentence Classification (Kim, 2014)

https://arxiv.org/pdf/1408.5882.pdf
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