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What is Coreference 
Resolution?

Barack Obama nominated Hillary Rodham Clinton as his  

secretary of state on Monday. He chose her because she  had 

foreign affairs experience as a former First Lady.

• Identify all mentions that refer to the same real world entity
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Applications
• Full text understanding

• information extraction, question answering, summarization, …
• “He was born in 1961”



Applications
• Full text understanding
• Machine translation

• languages have different features for gender, number,  
dropped pronouns, etc.
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Applications
• Full text understanding
• Machine translation
• Dialogue Systems

“Book tickets to see James Bond”
“Spectre is playing near you at 2:00 and 3:00 today. How many  
tickets would you like?”
“Two tickets for the showing at three”
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Coreference Resolution is 
Really Difficult!
• “She poured water from the pitcher into the cup until it was full”
• “She poured water from the pitcher into the cup until it was 

empty”

• The trophy would not fit in the suitcase because it was too big.
• The trophy would not fit in the suitcase because it was too small.

• These are called Winograd Schema
• Recently proposed as an alternative to the Turing test
• If you’ve fully solved coreference, arguably you’ve solved AI
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Coreference Resolution in 
Two Steps
1. Detect the mentions (easy)

“[I] voted for [Nader] because [he] was most aligned with  
[[my] values],” [she] said

• mentions can be nested!

2. Cluster the mentions (hard)
“[I] voted for [Nader] because [he] was most aligned with  
[[my] values],” [she] said
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Mention Detection
• Mention: span of text referring to some entity
• Three kinds of mentions:

1. Pronouns
• I, your, it, she, him, etc.

2. Named entities
• People, places, etc.

3. Noun phrases
• “a dog,” “the big fluffy cat stuck in the tree”
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Mention Detection
• Span of text referring to some entity
• For detection: use other NLP systems

1. Pronouns
• Use a part-of-speech tagger

2. Named entities
• Use a NER system

3. Noun phrases
• Use a constituency parser
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Mention Detection: Not so Simple
• Marking all pronouns, named entities, and NPs as mentions  

over-generates mentions

• Are these mentions?
• It is sunny
• Every student
• No student
• The best donut in the world
• 100 miles

• Some gray area in defining “mention”: have to pick a convention  
and go with it
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How to deal with these bad mentions?
• Could train a classifier to filter out spurious mentions

• Much more common: keep all mentions as “candidate  mentions”
• After your coreference system is done running discard all  
singleton mentions (i.e., ones that have not been marked as  
coreference with anything else)



16

Can we avoid a pipelined system?
• We could instead train a classifier specifically for mention  detection 

instead of using a POS tagger, NER system, and parser.

• Or even jointly do mention-detection and coreference  resolution 
end-to-end instead of in two steps
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First, some linguistics
• Coreference is when two mentions refer to the same entity in  the 

world

• Barack Obama traveled to … Obama

• Another kind of reference is anaphora: when a term (anaphor)  
refers to another term (antecedent) and the interpretation of  the 
anaphor is in some way determined by the interpretation of  the 
antecedent
• Barack Obama said he would sign the bill.

antecedent anaphor



• Coreference with named entities

Anaphora vs Coreference

• Anaphora
text

world

Barack Obama he

Barack Obama Obamatext
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world



Anaphora vs. Coreference
• Not all anaphoric relations are coreferential

We went to see a concert last night. The tickets were really  
expensive.

• This is referred to as bridging anaphora.

bridging  
anaphora
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Barack Obama
… Obama

pronominal  
anaphora

coreference anaphora
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• Usually the antecedent comes before the anaphor (e.g., a  
pronoun), but not always

Cataphora
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Cataphora

“From the corner of the divan of Persian saddle-  bags 
on which he was lying, smoking, as was his  custom, 
innumerable cigarettes, Lord Henry  Wotton could 
just catch the gleam of the honey-  sweet and 
honey-coloured blossoms of a  laburnum…”

(Oscar Wilde – The Picture of Dorian 
Gray)



2. Coreference Models
Louis - Joel - Ding Feng



Kinds of Coreference Models
2.1 Mention Pair Model

2.2 Mention Ranking Model

2.3 Clustering Model



2.1 Mention Pair - Method

Method: 

1. Mention Detection
2. Coreferent calculation p(mi, mj) for every pair
3. Add coreferent link if p(mi, mj) > threshold



2.1 Mention Pair - Training 



2.1 Mention Pair - Limitation 
- 1 wrong coreferent link would merge everything



2.1 Mention Pair - Limitation 
- Inability to process long document



- Only keep highest score coreferent link
- Infer global structure by making a sequence of local decisions

2.2 Mention Ranking - Method



2.2 Mention Ranking - Method



2.2 Mention Ranking - Training
- Coreferent Likelihood Score:



2.2 Mention Ranking - Training



Coreferent Score - p(mi, mj)
Statistical classifier & Simple Neural Network

- Joel Lee -















2.3 End-to-End
Coreference Resolution

Ding Feng



End-to-End Neural Coreference Resolution
- Based on Current state-of-the-art model for coreference resolution (Lee et al. 

EMNLP 2017) https://github.com/kentonl/e2e-coref
- Why interesting?

- Previous methods offer great performance, built on top of parse trees
- Hand engineered features

- Parsing mistakes cascading errors
- Not generalisable

https://github.com/kentonl/e2e-coref


Previous methods, not end-to-end
Input document -> parser -> engineering -> mentions -> coref 



End-to-end approach
- Joint mention detection and clustering
- No preprocessing, parsing etc.
- How?

- Consider All possible spans up to size L=10, calculate a coreference score, S(i,j)
- Learn Rank antecedent spans
- Factored model to prune







A fire in a Bangladeshi garment factory has left at least 37 people dead and 100 
hospitalized.

Partial label, only long spans are labeled, how to deal with short ones?













Attention to learn headedness



Attention to learn headedness

￼



Coreference Architecture



Compute Single mention scores



Compute Antecedent mention scores



Combine the scores



Softmax















3. Coreference Resolution
Clustering Models

Mohit Rajpal

Apologies for the boring white slides



Why (agglomerative) clustering?

• Coreferences have more rich and diverse structure than one-to-one



Agglomerative clustering



Agglomerative clustering is *really* hard

•  



What I will cover

• Problem decomposition

• Neural Network architecture

• Loss functions

• Some (small) comments on feature selection

• Errata



Clustering neural architecture 



Clustering neural architecture



Mention-Pair Encoder features

• Distance from antecedent to mention

• Proximal, and syntactically related words

• Part of speech

• Lots of other features



Mention-Ranking Model loss structure



Mention-Ranking Model loss function



Cluster-Pair Encoder



Cluster-Ranking Policy network

• Available actions:



Deep Learning to Search



Errata

• So we’ve made good progress at hierarchical clustering using NN

• Solving an EXPSPACE problem in PTIME

• Either Neural Networks are a “silver bullet”

• Or coreference resolution is easy

• Option 3?
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