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1 Introduction

Problems for backpropagating directly into policy
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Dagger does not care about how the actions are generated, it needs to make sure that actions are
optimal with respect to the real reward function

DAgger vs GPS

Why imitate?

• It combines supervised learning and control and planning, which are stable and reliable to
use

• Input is ot instead of xt for handling real observation

• get rid of numerical instability
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Dyna Algorithm
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2 Summary
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3 Questions

1. Why quadratic loss in the second term

2. Is iLQR a shooting method or a collocation method

https://people.eecs.berkeley.edu/ pabbeel/cs287-fa11/slides/NonlinearOptimizationForOptimalControl-
part2.pdf
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