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Abstract

Keyphrase Extraction (KE) is a critical com-
ponent in Natural Language Processing (NLP)
systems for selecting a set of phrases from the
document that could summarize the important
information discussed in the document. Typ-
ically, a keyphrase extraction system can sig-
nificantly accelerate the speed of information
retrieval and help people get first-hand infor-
mation from a long document quickly and ac-
curately. Specifically, keyphrases are capable
of providing semantic metadata characterizing
documents and producing an overview of the
content of a document. In this paper, we in-
troduce keyphrase extraction, present a review
of the recent studies based on pre-trained lan-
guage models, offer interesting insights on the
different approaches, highlight open issues, and
give a comparative experimental study of pop-
ular supervised as well as unsupervised tech-
niques on several datasets. To encourage more
instantiations, we release the related files men-
tioned in this paper1.

1 Introduction

Keyphrase extraction is a fundamental task in NLP
for identifying and extracting a set of keyphrases
from the document that could summarize the im-
portant information discussed in the source docu-
ment (Hasan and Ng, 2014; Papagiannopoulou and
Tsoumakas, 2019). Keyphrases have enabled ac-
curate and fast searching for the document from a
large text corpus and have exhibited their potential
in improving many NLP tasks, such as text summa-
rization (Zhang et al., 2004). Various information
filtering and extracting techniques are becoming
critical with the ever-increasing amount of text data.
Owing to its potential importance, keyphrase ex-
traction has received more and more attention from

∗Corresponding author.
1https://github.com/MySong7NLPer/

KeyphraseExtractionSurvey

NLP researchers. However, the keyphrase extrac-
tion task is far from being solved: state-of-the-art
performance on keyphrase extraction is still lower
than other core NLP tasks. Our goal in this pa-
per is to investigate the state-of-the-art models in
keyphrase extraction, examine the primary sources
of errors made by existing systems, and discuss the
challenges ahead.

The first keyphrase extraction task was organized
by Turney (1999), which defines the keyphrase ex-
traction task as “the automatic selection of impor-
tant and topical phrases from the body of a doc-
ument”. Since then, there have been numerous
keyphrase extraction models (Witten et al., 1999;
Turney, 2000; Tomokiyo and Hurst, 2003; Hulth,
2004; Wan and Xiao, 2008a; Jiang et al., 2009; Liu
et al., 2009; Grineva et al., 2009; Nguyen and Phan,
2009; Bougouin et al., 2013; Caragea et al., 2014;
Danesh et al., 2015; Bougouin et al., 2016; Florescu
and Caragea, 2017a; Campos et al., 2018a; Alzaidy
et al., 2019). In the past two decades, keyphrase
extraction methods have experienced the develop-
ment from traditional approaches to deep learning
methods (Hasan and Ng, 2014; Papagiannopoulou
and Tsoumakas, 2019). With the recent develop-
ment of Pre-trained Language Models (PLMs) (De-
vlin et al., 2019; Liu et al., 2019), many NLP tasks
have significantly changed, that is, how to adopt
and leverage pre-trained language models in the
specific task. Therefore, many keyphrase extrac-
tion models (Sun et al., 2020a; Song et al., 2021)
adopt PLMs as the embedding layer.

We present a comprehensive survey of recent ad-
vances in neural keyphrase extraction. We describe
the neural keyphrase extraction systems based on
pre-trained language models, which depend on
different paradigms (e.g., one-stage (Wang et al.,
2020) and two-stage (Sun et al., 2020a)), various
tasks (e.g., classification and ranking (Mu et al.,
2020; Sun et al., 2020a)), different learning strate-
gies (e.g., supervised (Song et al., 2021) and un-
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supervised (Ding and Luo, 2021)), and variants of
pre-trained language models (e.g., BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019)).

Furthermore, we re-implement and collect the
results of the mentioned models on several bench-
mark keyphrase extraction datasets. We illustrate
the results in Table 3 and Table 2 and discuss in
Section 6 how neural keyphrase extraction systems
have improved performance over past works, in-
cluding supervised and unsupervised models. Fur-
thermore, we provide resources, including links to
share the current neural keyphrase extraction sys-
tems and links to share the code for each category
of the neural keyphrase extraction approaches. To
the best of our knowledge, this is the first survey
focusing on the keyphrase extraction task based on
recent pre-trained language models.

Overall, this paper first discusses previous sur-
veys on keyphrase extraction in Section 2.1 and
give a briefly introduction about pre-trained lan-
guage models in Section 2.2. Then we highlight
standard, past, and recent benchmark keyphrase
extraction datasets (from shared tasks and other
research) in Section 3 and evaluation metrics in
Section 4. We then describe neural keyphrase ex-
traction systems in Section 5. Next, we give the
analysis and discussion in Section 6. Finally, we
summarize the conclusions and future directions
of neural keyphrase extraction in Section 7. The
limitations of our work is presented in Section 8.

2 Preliminary

In this section, we claim the differences between
the current survey and the existing surveys. Next,
we present the background of pre-trained language
models and their importance in NLP.

2.1 Previous Surveys

The first comprehensive keyphrase extraction sur-
vey was Hasan and Ng (2014), which covered a
variety of unsupervised and supervised keyphrase
extraction models, highlighted common features
used by existing models during that time, and ex-
plained evaluation metrics that are still in use to-
day. Papagiannopoulou and Tsoumakas (2019)
present a more recent keyphrase extraction survey
that mainly included many unsupervised and super-
vised models based on deep learning. Furthermore,
Papagiannopoulou and Tsoumakas (2019) also pro-
vides a list of popular keyphrase extraction datasets
and a thorough empirical study.

The existing keyphrase extraction surveys pri-
marily cover early feature-engineered and neural-
based keyphrase extraction models (Hasan and Ng,
2014; Papagiannopoulou and Tsoumakas, 2019).
There is not yet, to our knowledge, a comprehen-
sive survey of keyphrase extraction based on pre-
trained language models.

2.2 Pre-trained Language Models

Recently, pre-trained language models have ad-
vanced the state-of-the-art in many NLP tasks rang-
ing from textual similarity to text summarization
(Zhang et al., 2019; Liu and Lapata, 2019; Zhong
et al., 2020) and named entity recognition (Zhou
et al., 2021). State-of-the-art pre-trained models in-
clude LSTM-based language models (e.g., ELMo
(Peters et al., 2018)) and Transformer-based lan-
guage models (e.g., BERT2 (Devlin et al., 2019)
and RoBERTa (Liu et al., 2019)). Specifically, the
transformer-based models learn bidirectional repre-
sentations for words based on a masked language
model and sentence adjacency training objective
(Devlin et al., 2019). Simply using contextual-
ized embeddings obtained from the transformer-
based pre-trained language models in place of tra-
ditional embeddings has resulted in state-of-the-art
performance on a range of NLP tasks. Therefore,
pre-trained language models have been employed
as encoders for obtaining word-, sentence-, and
document-level representations to assist the down-
stream tasks.

3 Keyphrase Extraction Dataset

Since the first shared task on KE (Turney, 1999),
many shared tasks and benchmark datasets for KE
have been created. Specifically, OpenKP (Xiong
et al., 2019), Inspec (Hulth, 2003), NUS (Nguyen
and Kan, 2007), Krapivin (Krapivin and March-
ese, 2009), SemEval2010 (Kim et al., 2010), Se-
mEval2017 (Augenstein et al., 2017), and KP20k
(Meng et al., 2017) were created from scientific
articles in English.

Compared with other datasets, KP20k contains a
large amount of annotation data, so it is often used
as the dataset to train the neural-based KE models
recently. Meanwhile, in recent papers (Sun et al.,
2020a; Song et al., 2021), Inspec (Hulth, 2003),
NUS (Nguyen and Kan, 2007), Krapivin (Krapivin
and Marchese, 2009), SemEval2010 (Kim et al.,
2010), and SemEval2017 (Augenstein et al., 2017)

2https://huggingface.co/bert-base-cased
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Dataset Type Long # Doc. Avg. # Words Present KPs (%)

KP20k (Meng et al., 2017) Scientific Paper Abstract 568.00k 188.47 57.40

Inspec (Hulth, 2003) Scientific Paper Abstract 2.00k 130.57 55.69

SemEval2017 (Augenstein et al., 2017) Scientific Paper Abstract 0.50k 176.13 42.01

NUS (Nguyen and Kan, 2007) Full Scientific Paper 0.21k 7644.43 67.75

Krapivin (Krapivin and Marchese, 2009) Full Scientific Paper 2.30k 8420.76 44.74

SemEval2010 (Kim et al., 2010) Full Scientific Paper 0.24k 7434.52 88.70

DUC2001 (Wan and Xiao, 2008b) News Document 0.31k 724.63 97.82

OpenKP (Xiong et al., 2019) Open Domain Web Content 147.20k 900.40 100.00

Table 1: This table shows the statistics of different recent popular datasets. Long indicates whether the dataset
belongs to a long document. # Doc. is the number of documents in the dataset. Avg. # Words is the average number
of words for documents in the indicated dataset. Present KPs (%) indicates the percentage of keyphrases, which
are presented in the documents.

datasets are often used as the zero-shot test sets to
verify the robustness of the KE models trained by
the KP20k dataset. Furthermore, KE tasks have
also been organized on newswire articles in En-
glish, e.g., DUC2001 (Wan and Xiao, 2008b). Ta-
ble 1 summarizes the statistics of several commonly
used benchmark datasets.

4 Keyphrase Extraction Evaluation

This section describes evaluation metrics for mea-
suring recent state-of-the-art keyphrase extraction
baselines on commonly-used datasets. Designing
a suitable evaluation metric for the keyphrase ex-
traction task is by no means an easy study (Hasan
and Ng, 2014). To score the output of a keyphrase
extraction model, the traditional approach, which
is also adopted by the SemEval-2010 (Kim et al.,
2010) shared task on keyphrase extraction, is (1)
to create a mapping between the keyphrases in the
ground-truth keyphrases and those in the model
output adopting exact and partial matching (Papa-
giannopoulou and Tsoumakas, 2019), and then (2)
score the output using evaluation metrics such as
precision (P), recall (R), and F1-score (F1).

As mentioned earlier, such evaluation usually
operates based on exact matches between the pre-
dicted and ground-truth keyphrases. However, such
a strategy cannot account for partial matches or se-
mantic similarity. For example, if the prediction is
"keyphrase extraction model" and the ground truth
is "keyphrase extraction system", despite both se-
mantic similarity and partial matching, the score
will be 0. These minor deviations are ubiquitous in

keyphrase extraction, yet they are harshly penalized
by the "exact match" evaluation metrics.

5 Neural Keyphrase Extraction Models
with Pre-trained Language Models

There are two popular pipelines in the keyphrase
extraction task, including one-stage and two-stage
frameworks, as illustrated in Figure 1. The former
mainly refers to using the task reformulation to
address the keyphrase extraction task, which often
treats the keyphrase extraction task as a sequence
labeling task. The latter represents a more general
framework, which usually operates in two proce-
dures: (1) extracting a set of words/phrases that
serve as candidate phrases using some heuristics
and (2) determining which candidate phrases are
keyphrases using supervised or unsupervised meth-
ods (Hasan and Ng, 2014; Papagiannopoulou and
Tsoumakas, 2019).

Typically, supervised methods perform better
on specific domain tasks. However, this kind of
method takes a lot of labor to annotate the corpus,
and the model after training may overfit and not
work well on other KE datasets. On the contrary,
unsupervised methods do not need to annotate the
corpus and usually have better data generalization
in different domains. Still, the performance is often
insufficient due to the lack of annotated data. Over-
all, we defined the above two procedures as the
candidate keyphrase extraction and keyphrase im-
portance estimation. In this paper, we distinguish
the existing methods into three categories depend-
ing on the recent state-of-the-art baselines (with
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Figure 1: The overall architecture of the two-stage supervised and unsupervised keyphrase extraction framework.

pre-trained language models as the backbone), in-
cluding two-stage unsupervised, two-stage super-
vised, and one-stage supervised models.

5.1 Two-Stage Unsupervised Keyphrase
Extraction Models

As noted before, unsupervised keyphrase extraction
systems generally extract a set of phrases from the
source document as candidates by using heuristic
rules. These rules are designed to avoid spurious
instances and keep the number of candidates to a
minimum (Hasan and Ng, 2014). The main steps
of the commonly used candidate keyphrases extrac-
tion methods for the recent unsupervised keyphrase
extraction models are as follows, (1) tokenizing
the document and tagging the document with part-
of-speech (POS) tags via the StanfordCoreNLP
Tools3; (2) extracting candidate phrases based on
part-of-speech tags by the regular expression via
the python package NLTK4. Furthermore, different
pruning heuristics have been designed for pruning
candidates that are unlikely to be keyphrases to
obtain a better candidate set (Huang et al., 2006;
Kumar and Srinathan, 2008; El-Beltagy and Rafea,
2009; Newman et al., 2012; You et al., 2009). After
obtaining candidates, keyphrases are determined
by estimating the importance of each candidate
through various strategies. Here, to facilitate the
introduction, we divide the methods of importance
estimation into two categories, namely, traditional
methods and embedding-based methods.

Traditional unsupervised keyphrase extraction
systems can be mainly divided into statistics-based
(Jones, 2004; Campos et al., 2018b), topic-based
(Liu et al., 2009; Jardine and Teufel, 2014), and
graph-based (Mihalcea and Tarau, 2004; Wan and
Xiao, 2008b; Bougouin et al., 2013; Florescu
and Caragea, 2017b) methods. Generally, these

3https://stanfordnlp.github.io/CoreNLP
4https://github.com/nltk

models primarily use different features of doc-
uments (e.g., word frequency, position, linguis-
tic properties, topic, length, the relationship be-
tween words, external knowledge-based informa-
tion, etc.) to estimate the importance of each candi-
date phrase and discriminate whether a candidate
phrase is a keyphrase (Hasan and Ng, 2014; Papa-
giannopoulou and Tsoumakas, 2019).

However, these traditional unsupervised models
estimate the importance scores of candidate phrases
based on the surface-level features, ignoring the
high-level features (e.g., syntactic and semantic
information) of natural languages, which leads to
extract wrong keyphrases. Therefore, recent stud-
ies focus on embedding-based models (Wang et al.,
2015; Mahata et al., 2018a; Papagiannopoulou and
Tsoumakas, 2018; Sahrawat et al., 2020; Kulkarni
et al., 2022; Song et al., 2022b), which leverage pre-
trained embeddings (containing high-level features)
to obtain phrase and document embeddings and cal-
culate the importance scores of candidate phrases
for extracting keyphrases. Wang et al. (2015) is
the first work to explore utilizing word embed-
ding and frequency to generate weighted edges
between words, then using the weighted PageRank
algorithm to compute and rank candidate scores.
Key2vec (Mahata et al., 2018a) proposes an effec-
tive way of processing text documents for training
multi-word phrase embeddings that are used for
topic representations of scientific articles and rank-
ing of keyphrases extracted from them using the
topic-weighted PageRank algorithm. Mahata et al.
(2018b) uses a combination of theme-weighted per-
sonalized PageRank algorithm and neural phrase
embeddings for extracting and ranking keyphrases.
EmbedRank (Bennani-Smires et al., 2018) ranks
candidate phrases by measuring the semantic simi-
larity between each candidate phrase and document
embeddings.

With the development of pre-trained language
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models (e.g., ELMo (Peters et al., 2018), BERT
(Devlin et al., 2019), and RoBERta (Liu et al.,
2019)), SIFRank5 (Sun et al., 2020b) improves
candidate phrase and document embeddings from
EmbedRank with the pre-trained language model
ELMo (Peters et al., 2018) and achieves better per-
formance. JointGL6 (Liang et al., 2021) integrates
boundary-aware phrase centrality (the semantic
similarities are calculated between all candidate
phrases for identifying which candidate is better)
and phrase-document relevance (the semantic sim-
ilarities are calculated between candidate phrases
and their corresponding document) from both local
and global views, then used both jointly to deter-
mine the importance of each candidate. Attention-
Rank7 (Ding and Luo, 2021) adopts a pre-trained
language model to calculate the self-attention of a
candidate within the context of a sentence, and the
cross-attention between a candidate and sentences
within the source document to evaluate the local
and global importance of each candidate. MDER-
ank8 (Zhang et al., 2021) proposes to rank candi-
dates using the similarity between the BERT em-
beddings of the source document and the masked
document. Totally, these models achieve state-of-
the-art performance in the unsupervised keyphrase
extraction task, benefiting from the development of
representation learning.

5.2 Two-Stage Supervised Keyphrase
Extraction Models

Different from two-stage unsupervised approaches,
supervised approaches generally combine candi-
date keyphrase extraction and keyphrase impor-
tance estimation via an end-to-end learning frame-
work, guide the whole model to rank and extract
keyphrases through annotated data and optimize
the two stages simultaneously. Therefore, to obtain
sufficient candidates, the recent supervised mod-
els (Xiong et al., 2019; Sun et al., 2020a; Song
et al., 2021, 2022a) directly extract n-grams from
the document as candidates. Then propose, various
approaches to estimate the importance scores of
candidates. To estimate the importance of candi-
date phrases, similar to unsupervised models, su-
pervised models (Xiong et al., 2019; Sun et al.,
2020a; Song et al., 2021) also obtain phrase and
document representations by adopting pre-trained

5https://github.com/sunyilgdx/SIFRank
6https://github.com/xnliang98/uke_ccrank
7https://github.com/hd10-iupui/AttentionRank
8https://github.com/linhanz/mderank

language models as the backbone, including ELMo
(Peters et al., 2018), BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), etc.

Firstly, BLING-KPE (Xiong et al., 2019) for-
mulates keyphrase extraction as an n-gram level
keyphrase chunking task to determine whether
a candidate is a keyphrase, which incorporates
pre-trained embeddings (i.e., ELMo (Peters et al.,
2018)) into a convolutional transformer network
to model n-gram representations. BLING-KPE
achieves significant improvement over previous
models. To leverage external knowledge to as-
sist keyphrase extraction, SMART-KPE9 (Wang
et al., 2020) also shows that incorporating multi-
modal information in web pages, such as font, size,
and DOM features, can bring further improvement
for open-domain web keyphrase extraction. Later,
Ainslie et al. (2020) replaces the full self-attention
of Transformers with local-global attention, which
significantly boosts the keyphrase extraction per-
formance for long documents. SKE-BASE-RANK
(Mu et al., 2020) proposes a span-based keyphrase
extraction model to model the relationships be-
tween candidates and the document in context.

JointKPE10 (Sun et al., 2020a) proposes an open-
domain keyphrase extraction approach built on pre-
trained language models (Devlin et al., 2019; Liu
et al., 2019), which can capture both local phrase-
ness and global informativeness when extracting
keyphrases. JointKPE learns to rank keyphrases by
estimating their informativeness in the whole docu-
ment and is jointly trained on the keyphrase chunk-
ing task to guarantee the phraseness of keyphrase
candidates. KIEMP11 (Song et al., 2021) proposes
estimating the importance score of each candi-
date from multiple perspectives and introducing
a matching module to match the high-level concept
between the document and candidates to enhance
the relevance of extracted keyphrases. To extract
more relevant keyphrases, HyperMatch12 (Song
et al., 2022a) proposes a new matching framework
and explores keyphrase extraction in the hyperbolic
space. Concretely, HyperMatch first maps phrase
and document representations into the same hy-
perbolic space and explicitly models the relevance
between candidate phrases and the document as
the phrase-document relevance via the Poincaré
distance to extract keyphrases.

9https://github.com/victorywys/SMART-KPE
10https://github.com/thunlp/BERT-KPE
11https://github.com/MySong7NLPer/KIEMP
12https://github.com/MySong7NLPer/HyperMatch
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Model
DUC2001 Inspec SemEval2010 SemEval2017

F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15

Traditional Two-Stage Models

TF-IDF (Jones, 2004) 9.21 10.63 11.06 11.28 13.88 13.83 2.81 3.48 3.91 12.70 16.26 16.73

YAKE (Campos et al., 2018b) 12.27 14.37 14.76 18.08 19.62 20.11 11.76 14.4 15.19 11.84 18.14 20.55

TextRank (Mihalcea and Tarau, 2004) 11.80 18.28 20.22 27.04 25.08 36.65 3.80 5.38 7.65 16.43 25.83 30.50

SingleRank (Wan and Xiao, 2008b) 20.43 25.59 25.70 27.79 34.46 36.05 5.90 9.02 10.58 18.23 27.73 31.73

TopicRank (Bougouin et al., 2013) 21.56 23.12 20.87 25.38 28.46 29.49 12.12 12.90 13.54 17.10 22.62 24.87

PositionRank (Florescu and Caragea, 2017b) 23.35 28.57 28.60 28.12 32.87 33.32 9.84 13.34 14.33 18.23 26.30 30.55

Two-Stage Embedding-based Unsupervised Keyphrase Extraction Models with Static Embeddings

EmbedRankd2v (Bennani-Smires et al., 2018) 24.02 28.12 28.82 31.51 37.94 37.96 3.02 5.08 7.23 20.21 29.59 33.94

KeyGames (Saxena et al., 2020) 24.42 28.28 29.77 32.12 40.48 40.94 11.93 14.35 14.62 - - -

Two-Stage Embedding-based Unsupervised Keyphrase Extraction Models with PLMs

SIFRank (Sun et al., 2020b) 24.27 27.43 27.86 29.11 38.80 39.59 - - - 22.59 32.85 38.10

JointGL (Liang et al., 2021) 28.62 35.52 36.29 32.61 40.17 41.09 13.02 19.35 21.72 - - -

AttentionRank (Ding and Luo, 2021) - - - 24.45 32.15 34.49 11.39 15.12 16.66 23.59 34.37 38.21

MDERank (Zhang et al., 2021) 23.31 26.65 26.42 27.85 34.36 36.40 13.05 18.27 20.35 20.37 31.21 36.63

Table 2: Performance of unsupervised keyphrase extraction models on the DUC2001, Inspec, SemEval2010 and
SemEval2017 test sets. F1 scores on the top 5, 10, and 15 keyphrases are reported. The best results are bolded.
The results of baseline models are those presented in the original papers or better results published in other papers
recently.

5.3 One-Stage Supervised Keyphrase
Extraction Models

A major limitation of the above two-stage super-
vised approaches is classifying the labels of each
candidate phrase independently while ignoring
the dependencies that could potentially exist be-
tween candidates. Therefore, recent studies (Gol-
lapalli et al., 2017; Basaldella et al., 2018; Wang
et al., 2018; Alzaidy et al., 2019; Sun et al., 2019;
Mu et al., 2020; Sahrawat et al., 2020) formu-
lated keyphrase extraction as sequence labeling and
showed that using linear-chain Conditional Ran-
dom Fields improved the performance over base-
line models for this task. Then, Mu et al. (2020)
proposes SKE-BASE-CLS and -RANK, which di-
rectly extracts span-based phrase representations
from all the document tokens via pre-trained lan-
guage models and further learn to capture the in-
teraction between them and their corresponding
document to get better ranking results. Further-
more, this kind of model can extract overlapped
keyphrases (Mu et al., 2020).

6 Discussion

In this section, we report the results of the recent
unsupervised and supervised keyphrase extraction
baselines, which all adopt pre-trained language

models as the backbone, as shown in Table 2 and
Table 3. Specifically, Table 2 presents the results
of the traditional unsupervised methods and the un-
supervised embedding-based keyphrase extraction
baselines discussed in Section 5.1 on the DUC2001
(Wan and Xiao, 2008b), Inspec (Hulth, 2003), Se-
mEval2010 (Kim et al., 2010), and SemEval2017
(Augenstein et al., 2017) datasets. Embedding-
based two-stage models without PLMs indicate
that the models do not use pre-trained language
models as the backbone to obtain representations.
Table 3 shows the results of all the different cate-
gories of the supervised keyphrase extraction sys-
tems discussed in Section 5.2 and Section 5.3 on
the KP20k (Meng et al., 2017) and OpenKP (Xiong
et al., 2019) datasets.

Our first finding from the survey is those two-
stage embedding-based systems with static em-
beddings outperform two-stage traditional meth-
ods, despite the latter’s access to different valuable
features (e.g., word frequency, position, linguis-
tic properties, topic, length, the relationship be-
tween words, external knowledge-based informa-
tion, etc.). This further demonstrates the necessity
of studying embedding-based methods.

Our second finding is those embedding-based
systems with PLMs outperform embedding-based
approaches with static embeddings in most cases.
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Model
KP20k OpenKP

F1@5 F1@10 F1@1 F1@3 F1@5

One-Stage Supervised Keyphrase Extraction Models

SMART-KPE+Full (Wang et al., 2020) - - 38.0 40.1 34.4

BERT-TagKPE† 38.8 31.7 32.1 36.1 31.4

BERT-SpanKPE† 36.8 30.8 31.8 33.2 28.9

RoBERTa-TagKPE‡ 39.3 32.0 36.1 38.0 33.0

RoBERTa-SpanKPE‡ 37.3 30.9 34.7 36.1 31.3

Two-Stage Supervised Keyphrase Extraction Models

BLING-KPE (Xiong et al., 2019) - - 26.7 29.2 20.9

SKE-BASE-CLS (Mu et al., 2020) 38.6 32.6 - - -

BERT-ChunkKPE† 41.2 33.7 34.0 35.6 31.1

RoBERTa-ChunkKPE† 40.8 33.7 35.5 37.3 32.4

SKE-BASE-RANK (Mu et al., 2020) 39.2 33.0 - - -

BERT-RankKPE† 41.3 34.0 34.2 37.4 32.5

RoBERTa-RankKPE† 41.7 34.3 36.1 39.0 33.7

HyperMatch (Song et al., 2022a) 41.6 34.3 36.4 39.4 33.8

BERT-JointKPE† 41.1 33.8 34.9 37.6 32.5

RoBERTa-JointKPE† 41.9 34.4 36.4 39.1 33.8

KIEMP (Song et al., 2021) 42.1 34.5 36.9 39.2 34.0

Table 3: Results of different categories of supervised keyphrase extraction models on two benchmark keyphrase
datasets. F1 scores on the top 1, 3, 5, and 10 keyphrases are reported. † indicates the results are reported by their
corresponding paper (Sun et al., 2020a), and ‡ denotes that these results are re-evaluated by ourselves via the code
which is provided by its corresponding paper (Sun et al., 2020a). The best results are highlighted in bold. The results
of baseline models are those presented in the original papers or better results published in other papers recently.

However, not all embedding-based systems with
PLMs are superior to embedding-based systems
with static embeddings. The former generally out-
performs the latter when adopting the same impor-
tance estimation strategy, but the estimation strat-
egy can significantly affect the results of keyphrase
extraction. To sum up, effectively using pre-trained
embeddings to estimate the importance score of
each candidate is a critical part of improving the
performance of keyphrase extraction. Furthermore,
there is still interesting progress to be made by
leveraging a self-supervised learning strategy to op-
timize embedding-based systems. MDERank uses
a simple yet effective contrastive learning strategy
to optimize embedding-based systems, achieving
better performance.

Our third finding is that the embedding-based
methods have slight improvement on long docu-
ment datasets (e.g., SemEval2010), and all unsu-
pervised methods have poor effects on long docu-
ment datasets. This demonstrates that keyphrase
extraction from long documents is still a challeng-

ing problem.
Our final finding is that two-stage supervised

keyphrase extraction methods are superior to one-
stage supervised keyphrase extraction methods, as
illustrated in Table 3. In addition, the two-stage
method has higher scalability and adaptability than
the one-stage method, such as handling long and
extremely long documents.

7 Conclusion and Future Directions

We summarize the recent neural keyphrase extrac-
tion models based on pre-trained language mod-
els. Our survey of models for keyphrase extraction,
covering both unsupervised and supervised mod-
els, has yielded several important insights. The
analysis revealed that there are at least six major
challenges ahead.

7.1 Improving the Quality of Generated
Candidate Keyphrases

Many heuristic rules have proven effective with a
high recall to cover most of the gold keyphrases
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of source documents, which determines the upper
bound of the performance of keyphrase extraction
(Hasan and Ng, 2014). Intuitively, better candi-
date keyphrase extraction strategies are required
to generate a set of candidate keyphrases with a
higher recall from the source document to improve
the upper-bound performance of keyphrase extrac-
tion. Recent work (Jawahar et al., 2019) demon-
strates that the intermediate layers of BERT encode
a rich hierarchy of linguistic information, with sur-
face features at the bottom, syntactic features in
the middle, and semantic features at the top, as
mentioned in Section 2.2. They also observe that
BERT mostly captures phrase-level information in
the lower layers and gradually dilutes this informa-
tion in higher layers. In addition, the number of
candidate keyphrases will increase as the document
length increases. Therefore, how constructing can-
didate keyphrases using the potential knowledge of
pre-trained language models is a valuable research
direction.

7.2 Improving Evaluation Metric

As mentioned in Section 4, the existing evaluation
metrics occur when a keyphrase extraction system
extracts a keyphrase from candidates that is seman-
tically equivalent to a ground-truth keyphrase but is
considered erroneous by a scoring function because
it fails to recognize that the predicted keyphrase
and the corresponding gold keyphrase are semanti-
cally equivalent.

In other words, an evaluation error is not made
by a keyphrase extraction system, but a mistake due
to an unformed scoring function (Hasan and Ng,
2014). Therefore, a more suitable evaluation metric
is required to evaluate the predicted keyphrases
by adopting the semantic-based matching metric
instead of the exact matching evaluation metric. In
the future, using pre-trained language models (e.g.,
BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019)) to construct a new semantic-aware
evaluation metric similar to BERTScore (Zhang
et al., 2020) may be an interesting and valuable
research direction.

7.3 Reducing Over-Generation Error

Over-generation errors occur when a keyphrase ex-
traction system correctly predicts a candidate as
a keyphrase because it contains a word that fre-
quently appears in the associated document but at
the same time erroneously outputs other candidates

as keyphrases because they have the same word in
the document.

As mentioned before, for example, if the pre-
diction is "keyphrase extraction challenge" and the
ground truth is "keyphrase extraction system", de-
spite both semantic similarity and partial matching,
the score will be 0. These minor deviations are
ubiquitous in keyphrase extraction, yet they are
harshly penalized by the "exact match" evaluation
metrics. There are often some non-keyphrases in
the candidates. Half of the content of such phrases
is very relevant to the core information of the doc-
ument, but the other half is meaningless. These
candidate keyphrases are usually hard to extract
and treated as hard samples, which is one of the
main reasons for reducing keyphrase extraction
performance. The above issues can be solved by
modifying the traditional evaluation metrics with
semantic weighting.

7.4 Handling Long Document

Generally, two main challenges exist in keyphrase
extraction systems equipped with pre-trained lan-
guage models (e.g., BERT (Devlin et al., 2019)) as
the backbone when extracting keyphrases from a
long document, especially for an extremely long
document.

The first challenge is that pre-trained language
models can not directly model the complete context
information when facing long documents due to the
length limitation of pre-trained language models.

The second challenge is that as the length of
the document increases, the difficulty of estimating
the importance scores of candidate phrases also in-
creases (specifically for the number of candidates),
resulting in the reduction of keyphrase extraction
accuracy.

7.5 Improving Domain Generalization

For news or scientific documents, the authors usu-
ally annotate a set of keyphrases for their articles
(Meng et al., 2017; Augenstein et al., 2017). How-
ever, there is typically a lack of keyphrases as the la-
bel information for their corresponding documents
in other specific domains.

Most existing keyphrase extraction datasets and
studies are based on news or scientific documents
and lack datasets and research related to other do-
mains. Therefore, the task worthy of investigation
is to transfer the keyphrase extraction model from
the scientific domain to other domains to build a
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domain-specific keyphrase extraction model with
various domain generalization strategies.

7.6 Probing Pre-trained Language Model for
Keyphrase Extraction

In addition to using transformer-based pre-trained
language models (e.g., BERT) in NLP tasks and
end applications, research has also been done on
BERT, especially to reveal what linguistic infor-
mation is available in different parts of the model
(Jawahar et al., 2019; de Vries et al., 2020; Chen
et al., 2021). It has been noted that BERT progres-
sively acquires linguistic information roughly in
the same order as the classic language processing
pipeline (Tenney et al., 2019a,b): surface features
are expressed in lower layers, syntactic features
more in middle layers, and semantic ones in higher
layers (Jawahar et al., 2019). Making full use of
the above hierarchy information may effectively
improve the performance of keyphrase extraction.

8 Limitations

The main goal of this paper is to provide a survey
of the existing models. Since we do not propose
new models, there are no potential social risks to
the best of our knowledge. Our work may ben-
efit the research community by providing more
introspection into the current state-of-the-art neural
keyphrase extraction approaches with pre-trained
language models.
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