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1. Motivation

2. Contributions
• To interpret social biases within PLMs, we propose
Integrated Gap Gradients (IG^2) to pinpoint social bias
neurons that result in biased behavior of PLMs. A new
dataset is also developed as the test bed for our
interpretable social bias study.

• Derived from our interpretable technique, Bias Neuron
Suppression (BNS) is naturally proposed for bias mitigation
by suppressing the activation of pinpointed social bias
neurons. Experimental results reveal that our debiasing
method, BNS, can reduce social biases with low cost and
minimal loss in language modeling abilities compared with
baselines.

• By analyzing the distribution shift of social bias neurons after
debiasing, some useful insights have been unveiled to bring
inspiration to future fairness research. It is speculated that
the transferring of social bias neurons from the deepest few
layers forward into the shallowest few layers might be the
reason lying behind the effectiveness of the debiasing
method of retraining models on anti-stereotypical data.

3. Methodology 4. Experimental Results

• Templates for dataset construction. 

• Automatic evaluation results of
debiasing on StereoSet. 

• Verification of pinpointed social bias neurons. Experiments are conducted on FairBERTa. 

• The distribution comparison of
pinpointed social bias neurons 
in each Transformer layer for 
BERT, RoBERTa, and FairBERTa. 

• Statistics of social bias neurons. 

• Six types of judgemental modifiers used in our experiments.

• Demographic dimensions and corresponding fine-grained demographics. • Dataset Statistics. 

• Integrated Gap Gradients (𝑰𝑮𝟐)• We propose our 𝐼𝐺" method to fill in the blank of the
interpretable social bias study. Specifically, as illustrated in
the figure, we back-propagate and integrate the gradients of
the logits gap for a selected pair of demographics, because
the logits gap is the root of the uneven distribution in model
outputs for different demographics.


