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• Grammatical Error Correction (GEC)

• Academic Writing Formalization (AWF) 

• grammar correction

• word refinement

• structural modification
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Introduction
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Dataset Construction
• Data Source: Semantic Scholar Open Research Corpus (S2ORC)

• Academic Formality Annotation

• Annotation task: score each paragraph from 1 (sounds informal-academic) to 5 (sounds 

formal-academic).

• Publishing: Amazon Mechanical Turk (AMT)

• Quality Control: time, variance, discrepancy

• Test Set Construction: human rewrites
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Data Analysis
• Transfer Accuracy

• Fluency

• Semantic Similarity

• BARTScore
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Proposed Methods
• Metric-Oriented Reinforcement Learning (MORL)

• Step 1: Train a policy model.

• Step 2: Select metrics that can accurately evaluate the quality. Build a reward model that 

can score a given policy model’s output with a scalar. 

• Step 3: Optimize the policy against the reward model using reinforcement learning with 

the proximal policy optimization (PPO) algorithm.
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Proposed Methods

• Policy Models:
• Galactica-1.3B

• BART-Large

• Reward Model:
• Transfer accuracy

• PPL

• SIM-input

• BARTScore



Experimental Results
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• Propose a new setting Academic Writing Formalization (AWF).

• Contribute a new dataset Doolittle.

• Introduce a new method metric-oriented reinforcement learning (MORL).

• MORL with 1.3B Galactica outperforms ChatGPT on AWF.

Take away messages
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Thanks for your watching!
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