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Abstract

The real-world impact of misinformation stems
from the underlying misleading narratives that
creators seek to convey. As such, interpret-
ing misleading creator intent is essential for
multimodal misinformation detection (MMD)
systems aimed at effective information gov-
ernance. In this paper, we introduce an au-
tomated framework that simulates real-world
multimodal news creation by explicitly model-
ing creator intent through two components: the
desired influence and the execution plan. Us-
ing this framework, we construct DECEPTION-
DECODED, a large-scale benchmark compris-
ing 12,000 image-caption pairs aligned with
trustworthy reference articles. The dataset
captures both misleading and non-misleading
intents and spans manipulations across vi-
sual and textual modalities. We conduct a
comprehensive evaluation of 14 state-of-the-
art vision-language models (VLMs) on three
intent-centric tasks: (1) misleading intent de-
tection, (2) misleading source attribution, and
(3) creator desire inference. Despite recent
advances, we observe that current VLMs fall
short in recognizing misleading intent, often re-
lying on spurious cues such as superficial cross-
modal consistency, stylistic signals, and heuris-
tic authenticity hints. Our findings highlight
the pressing need for intent-aware modeling
in MMD and open new directions for develop-
ing systems capable of deeper reasoning about
multimodal misinformation. 1

Content Warning: this paper contains
potentially harmful text and images.

1 Introduction

Multimodal misinformation, which combines per-
suasive text with compelling visuals, poses signifi-
cant threats to public understanding and can lead
to serious societal harm (Zhou and Zafarani, 2020;

1Link to DECEPTIONDECODED: [GitHub Repo].

Non-Misleading: Emergency workers collect 

the bodies of victims at the crash site.

Misleading: Emergency workers struggle 

to manage the overwhelming number of 

casualties due to government negligence 

at the crash site.

Intent: to polarize public opinion by 

evoking a sense of outrage and distrust 

towards the government.

News Image:

News Caption:

Figure 1: The importance of detecting misleading cre-
ation intent in multimodal news beyond surface-level
cross-modal consistency. For instance, a malicious cre-
ator can craft captions that are semantically consistent
with the image yet deliberately convey a false narrative.

Alam et al., 2022; Do Nascimento et al., 2022).
A growing body of research in multimodal misin-
formation detection (MMD) focuses on identify-
ing cross-modal misalignment, particularly in two
major forms: (1) out-of-context (OOC) misinfor-
mation (Yuan et al., 2023; Qi et al., 2024), where
images and captions from unrelated events or time
periods are falsely paired; and (2) multimodal me-
dia manipulation (Shao et al., 2023; Liu et al.,
2025), involving subtle changes such as shifts in
facial expressions or caption phrasing that alter
the perceived message. However, current MMD
benchmarks often simulate such misalignments in
artificial ways, either by mismatching image and

https://github.com/jiayingwu19/DeceptionDecoded
https://arxiv.org/abs/2505.15489v2


text with CLIP-based (Radford et al., 2021) similar-
ity scores (Luo et al., 2021) or through sentiment
word substitutions (Sudhakar et al., 2019; Shao
et al., 2023). These arbitrary strategies create a
fundamental gap between constructed benchmarks
and the complexity of real-world MMD.

Beyond surface-level cross-modal misalignment,
the key to effective real-world misinformation
governance lies in detecting and understanding
misleading creator intent (Appelman et al., 2022;
Jaidka et al., 2025). Many misinformation cam-
paigns are deliberately crafted to advance specific
agendas, often without the audience’s awareness,
yet still manage to substantially influence public
opinion (Ecker et al., 2022; Broda and Strömbäck,
2024). For example, as illustrated in Figure 1, a
slight modification to a news caption can lead read-
ers to attribute significant casualties to government
negligence, ultimately eroding institutional trust.
Although preliminary efforts have explored intent
interpretation (Da et al., 2021; Gabriel et al., 2022;
Wang et al., 2023), they are often limited to uni-
modal settings and fail to capture the synergy be-
tween visual and textual cues. Moreover, these
approaches rely on reader inference of creator in-
tent, which are prone to error due to the deceptive
framing of such content. These limitations high-
light a pressing need for transparent modeling of
ground-truth creator intents in multimodal content,
along with systematic benchmarks for detecting
misleading communicative objectives.

To this end, we establish an intent-guided frame-
work for simulating intent-aware multimodal news
reporting. Specifically, we define diverse combina-
tions of desired influence and execution plans, two
core components that characterize real-world com-
munication strategies (Hallahan et al., 2007; Paul,
2011). Building on this, we introduce DECEPTION-
DECODED, a large-scale benchmark designed to re-
veal misleading creator intents in multimodal news.
Constructed upon real-world image-caption pairs
from the VisualNews (Liu et al., 2021) repository,
DECEPTIONDECODED contains 12,000 instances
created with misleading and non-misleading in-
tent, spanning a broad spectrum of misleading in-
tent types and framing strategies. Each instance is
paired with a trustworthy reference article to serve
as contextual grounding, and the quality of the gen-
erated data are further validated through human
evaluation (Section 3.4). The benchmark supports
evaluation of three intent-centric tasks related to
MMD: (1) Misleading Intent Detection, which de-

termines whether a news piece was intentionally
crafted to mislead; (2) Misleading Source Attribu-
tion, which identifies whether the misleading signal
originates from the image or the text; and (3) Cre-
ator Desire Inference, which infers the creator’s
intended area of societal impact, such as political
polarization or public health disruption.

Using DECEPTIONDECODED, we evaluate 14
representative vision-language models (VLMs).
Despite recent advances in multimodal reason-
ing (Hurst et al., 2024; Anthropic, 2025c), we find
that state-of-the-art VLMs still struggle with in-
tent understanding in the context of multimodal
news. For instance, even relatively strong models
such as GPT-4o-mini (OpenAI, 2024) achieve only
18.8% accuracy when misleading intent is subtly
expressed through caption manipulation. More con-
cerningly, our analysis reveals that VLMs tend to
rely on spurious features when detecting mislead-
ing intent, including superficial image–text consis-
tency, stylistic patterns in the text, and heuristic
cues suggesting authenticity. This over-reliance
leads to significant performance degradation under
simple adversarial manipulations, such as stylistic
reframing (Chen and Shu, 2024; Wu et al., 2024)
and persuasive prompting attacks (Zeng et al.,
2024). Our benchmark and empirical analyses es-
tablish a foundation for future MMD research that
targets deeper semantic reasoning and intent-aware
understanding beyond shallow cross-modal consis-
tency patterns.

2 Related Work

2.1 Multimodal Misinformation Detection

With the increasing prevalence of persuasive vi-
sual–textual misinformation on online platforms,
research has expanded from detecting purely tex-
tual misinformation (Rashkin et al., 2017; Chen and
Shu, 2024; Wu et al., 2024) to tackling multimodal
misinformation detection (MMD). A growing body
of work emphasizes misinformation arising from
subtle cross-modal misalignments, such as out-of-
context (OOC) misinformation (Qi et al., 2024)
and multimedia manipulation (Shao et al., 2023;
Liu et al., 2025). Recent advances leverage VLMs
like LLaVA (Liu et al., 2023) and GPT-4o (Hurst
et al., 2024) within retrieval-augmented frame-
works, where the model reasons over multimodal
inputs using retrieved trustworthy evidence (Khaliq
et al., 2024; Xuan et al., 2024; Zhou et al., 2024;
Braun et al., 2024). While effective in grounding re-



Benchmark Task Setup Content Modality Creator Intent News Context
Textual Visual

EMU (Da et al., 2021) visual manipulation understanding - ✔ ✔ (viewer-perceived) -
Fakeddit (Nakamura et al., 2020) mixed-source MMD ✔ ✔ - -
MRF (Gabriel et al., 2022) reader perception reasoning ✔ - ✔ (reader-perceived) -
NewsINT (Wang et al., 2023) news intent interpretation ✔ - ✔ (reader-perceived) -
PolitiFact (Shu et al., 2020) MMD on social media ✔ ✔ - ✔
GossipCop (Shu et al., 2020) MMD on social media ✔ ✔ - ✔
NewsCLIPpings (Luo et al., 2021) OOC misinformation detection ✔ ✔ - -
DGM4 (Shao et al., 2023) multimedia manipulation detection ✔ ✔ - -
MMFakebench (Liu et al., 2025) mixed-source MMD ✔ ✔ - -

DECEPTIONDECODED (Ours) misleading intent detection ✔ ✔ ✔ (creator-produced) ✔

Table 1: Comparison between DECEPTIONDECODED and prior benchmarks on misinformation-related tasks.

sponses, these approaches largely overlook the role
of news creation intent, which has been identified
as a key driver of misinformation (Sharma et al.,
2019). Our work builds upon this evidence-based
paradigm by evaluating VLMs on their ability to
detect misleading communicative intent in multi-
modal news. We show that even the most advanced
models still fall short in this setting, highlighting
the need for intent-aware frameworks in MMD.

2.2 Misinformation Benchmarks

Various benchmarks has been developed to sup-
port misinformation-related research (Hanselowski
et al., 2019; Yao et al., 2023). Representative
datasets such as PolitiFact and GossipCop(Shu
et al., 2020) collect naturally occurring misinforma-
tion on social media. Other works approach MMD
from the perspective of multimedia manipulation;
for example, NewsCLIPpings (Shu et al., 2020)
and DGM4 (Shao et al., 2023) introduce cross-
modal mismatches by substituting images or cap-
tions based on visual or textual similarity. Mixed-
source datasets such as Fakeddit (Nakamura et al.,
2020) and MMFakeBench (Liu et al., 2025) include
both naturally occurring and synthetically manip-
ulated content. While preliminary efforts such as
EMU (Da et al., 2021), NewsINT (Wang et al.,
2023), and MRF (Gabriel et al., 2022) have consid-
ered the role of news creator intent, they are limited
to unimodal misinformation. Moreover, the notion
of creator intent in these datasets is typically anno-
tated from readers’ subjective perspective, which
may misalign with the actual communicative pur-
pose. In this work, we introduce DECEPTIONDE-
CODED, a benchmark featuring creator-produced
multimodal misinformation, where intent is explic-
itly defined during content generation. A compar-
ison of DECEPTIONDECODED to prior work is
shown in Table 1.

3 DECEPTIONDECODED

To systematically investigate the role of mislead-
ing creator intent in multimodal news, it is crucial
to construct a large-scale benchmark that explic-
itly defines diverse communicative intents across
various news domains and uses these intents to
guide content generation. However, this is challeng-
ing to achieve with real-world news data, where
content is already published and annotators can
only infer intent retrospectively from a reader’s
perspective. To overcome this, we introduce DE-
CEPTIONDECODED (overviewed in Figure 2), a
dataset of 12,000 multimodal news instances gen-
erated through an intent-guided synthesis pipeline.
Each instance is grounded in a predefined creator
intent setup, enabling controlled formulation while
preserving content realism. Data quality is vali-
dated through rigorous human evaluation.

3.1 Source News Collection

We draw from VisualNews (Liu et al., 2021), a
large-scale repository of trustworthy multimodal
news, to ensure factual grounding. Specifically,
we select 10 topic categories that offer broad so-
cietal relevance and sample richness. These span
diverse domains such as politics, disasters, and pub-
lic health. The full list of selected topics is provided
in Appendix A.1.

To support meaningful evaluation of misinforma-
tion detection, we apply rigorous filtering criteria
guided by principles from both misinformation gov-
ernance and professional journalism. From a gover-
nance perspective, we prioritize content that serves
the public interest (Kruger et al., 2024), focusing
on events with high societal relevance and potential
for wide public impact. In line with journalistic
standards, we require that selected content demon-
strates professionalism, neutrality, and clarity
(Maras, 2013; Farley et al., 2014), ensuring that



Caption: The lorry fire means part of  the 

M6 will stay closed for much of  Saturday.

Holiday getaway drivers face being caught 

up in long delays after a fierce lorry fire 

closed a busy motorway. Police warned 

those planning on heading south along the 

M6 that it might remain shut for repairs for 

much of  Saturday from junction 13 for 

Stafford south, after fire melted the road … 

Misleading Image (Subtle): 

Caption: The lorry fire, suspected 

to be an act of sabotage, means 

part of  the M6 will stay closed for 

much of  Saturday.

Original News Piece (Image & Text):

Reliable News Context (Reference Article):

Misleading Image (Significant): 

Non-Misleading Image:

Create a chaotic scene with 

emergency vehicles and 

personnel appearing 

overwhelmed to incite fear.

Create a frantic scene with 

injured people lying on 

the road to heighten fear 

and anxiety among readers.

Create a scene of  a lorry 

on fire at night to report 

this incident in an 

objective manner.

Caption: Terrorist attack causes 

massive fire on M6, authorities 

urge residents to stay indoors.

Caption: Due to a lorry fire, a 

section of  the M6 will remain 

closed for most of Saturday.

Create a caption that 

suggests the fire as a 

deliberate act of  sabotage 

to evoke fear and suspicion.

Create a caption that 

suggests the fire as a 

terrorist attack to instill 

panic among the public.

Create a caption of  a 

lorry on fire at night to 

report this incident in an 

objective manner.

Non-Misleading Text:

Misleading Text (Significant): 

Misleading Text (Subtle): 

Figure 2: DECEPTIONDECODED: Overview of multimodal news curation guided by diverse simulated news
creator intents, including both misleading and non-misleading cases.

language is objective, free from bias, and unam-
biguous. To further mitigate harm, we exclude
instances that reference specific individuals or iden-
tifiable public figures (detailed in Appendix A.2).

This process yields 2,000 high-quality samples,
evenly distributed across the 10 selected topics.
Each instance is structured as N = {I, T,A},
where I is the news image, T is the accompanying
caption, and A is a trusted reference article.

3.2 Creator Intent Establishment

Given the context provided by each original news
instance N = {I, T,A}, we simulate both mali-
cious and trustworthy content creators using GPT-
4o (Hurst et al., 2024), leveraging its demonstrated
capacity for social simulation (Anthis et al., 2025).

Inspired by strategic communication theo-
ries (Hallahan et al., 2007; Paul, 2011) and prior
work on textual intent inference (Wang et al., 2023),
we conceptualize creator intent (Cint) along two
core dimensions: (1) desired influence and (2) ex-
ecution plan. The desired influence refers to the

societal sector(s) the creator aims to affect, selected
from a predefined list of options (up to three per
instance; see Appendix A.3). The execution plan
is generated as open-ended text, detailing how the
creator intends to achieve the intended influence.

3.3 Intent-Guided Multimodal News Creation

Guided by Cint, we generate misleading and non-
misleading variants of each news piece obtained in
Section 3.1, by either modifying the image or text.
Misleading intents are categorized into two lev-
els: (1) subtle (e.g., minor distortions to framing
or background details to nudge reader interpreta-
tion) and (2) significant (e.g., major alterations that
substantially change the perceived message). For
non-misleading cases, we prompt the creator to
faithfully paraphrase the caption or reconstruct the
image while retaining alignment with the article.

For textual modification, we use GPT-4o (Hurst
et al., 2024) to generate captions aligned with the
specified intent, as defined in Section 3.2, while
keeping the original image unchanged. This pro-



duces a sample of the form Ntext = {I, T ′, A},
where I is the original image, T ′ is the modified
caption, and A is the associated reference article.

For visual modification, we prompt GPT-4o
to produce textual descriptions reflecting the in-
tended visual manipulation. These descriptions are
then used to generate images via the open-source
FLUX.1 [dev] model (Black Forest Labs, 2024).
The resulting sample is of the form Nimage =
{I ′, T, A}, where I ′ is the modified image and T
is the original caption.

Dataset Statistics. For each of the 2,000 filtered
news samples from Section 3.1, we generate mis-
leading and non-misleading variants for each of the
six creator intent categories outlined in Figure 2,
resulting in a total of 12,000 instances. All sam-
ples are crafted to simulate the professional tone
of real-world news reporting. Data examples are
provided in Appendix A.4.

3.4 Human Verification of Data Quality

To assess the quality of news samples created in
DECEPTIONDECODED, we conduct a human eval-
uation by randomly sampling 2% of the dataset,
comprising 120 text and 120 image instances cov-
ering all six fine-grained intent categories. The goal
is to determine whether human annotators perceive
the misleading or non-misleading nature of each
sample in alignment with the intent simulated by
the news creators.

We recruit three graduate students as anno-
tators. Each annotator is presented with 240
label-shuffled pairs of (original, DECEPTIONDE-
CODED-generated) news pieces, where the gener-
ated version may be either misleading (M) or non-
misleading (NM). Annotators are instructed to pro-
vide a binary label indicating whether the generated
version sufficiently deviates from the original such
that it could plausibly mislead an average reader.
Additional details on the annotation protocol are
provided in Appendix B.

We assess data quality using two metrics:
(1) accuracy of labels in DECEPTIONDECODED

(misleading/non-misleading) relative to the human-
assigned label, based on aggregated human anno-
tations, and (2) inter-annotator agreement, mea-
sured by Fleiss’ κ (Fleiss, 1971). The results indi-
cate high reliability and clarity, with 99.2% Acc.
and κ = 0.877 for text samples, and 89.2% Acc.
with κ = 0.703 for image samples.

3.5 Evaluation Tasks and Metrics

DECEPTIONDECODED facilitates the evaluation of
the following three intent-centric tasks:

• Task 1: Misleading Intent Detection. Given
an input triplet of either {I ′, T, A} or {I, T ′, A},
the goal is to predict whether the instance is mis-
leading (M) or non-misleading (NM).

• Task 2: Misleading Source Attribution. A 3-
way classification task in which the model must
attribute the source of misleading intent to either
the image or the text modality, or output “NA” if
the instance is non-misleading.

• Task 3: Creator Desire Inference. A multi-
label classification task where the model must
identify the creator’s intended societal influence,
selecting up to three options from a predefined
list (see Appendix A.3).

We evaluate Tasks 1 and 2 using classification
accuracy, and Task 3 using F1 score.

4 Experiments

4.1 Experimental Details

With DECEPTIONDECODED, we evaluate 14 rep-
resentative vision-language models (VLMs) span-
ning a range of sizes, model families, and access
levels. These include (1) multimodal Large Rea-
soning Models (MLRMs), such as Claude-3.7-
Sonnet (Anthropic, 2025c); (2) proprietary multi-
modal Large Language Models (MLLMs), such
as GPT-4o (Hurst et al., 2024); and (3) open-source
MLLMs, such as the Qwen-2.5-VL series (Bai
et al., 2025). The complete list of models used in
our experiments is provided in Table 7.

We evaluate two representative paradigms in
misinformation detection, distinguished by their
reasoning focus: (1) The implication-oriented
(I) approach, which focuses on the inferred im-
plications of the news sample; and (2) The
consistency-oriented (C) approach, which as-
sesses consistency both across modalities and be-
tween the image–caption pair and the reference
article. Unless otherwise specified, all experi-
ments on DECEPTIONDECODED default to the
consistency-oriented (C) approach. Experimental
setup and evaluation prompt details are shown in
Appendix C.1.



Text Image

Model M-Sub M-Sig NM Avg. M-Sub M-Sig NM Avg.

o4-mini
I 64.8 (63.9) 91.2 (87.9) 95.4 (95.4) 83.8 (82.4) 25.7 (20.3) 41.8 (33.8) 91.6 (91.6) 53.0 (48.5)
C 72.4 (70.3) 94.0 (92.4) 88.7 (88.7) 85.0 (83.8) 46.3 (33.7) 66.5 (50.3) 78.7 (78.7) 63.8 (54.2)

Claude-3.7-Sonnet
I 64.5 (55.0) 90.0 (82.0) 92.8 (92.8) 82.4 (76.6) 46.9 (43.8) 67.2 (64.0) 84.5 (84.5) 66.2 (64.1)
C 67.4 (66.1) 90.2 (89.7) 90.3 (90.3) 82.6 (82.0) 50.3 (31.3) 71.1 (50.6) 81.9 (81.9) 67.8 (54.6)

Gemini-2.5-Pro
I 71.0 (70.7) 92.9 (92.5) 93.5 (93.5) 85.8 (85.6) 43.9 (31.1) 66.4 (50.2) 86.4 (86.4) 65.6 (55.9)
C 72.0 (71.7) 93.0 (93.0) 92.2 (92.2) 85.7 (85.6) 53.3 (35.5) 73.9 (51.9) 80.3 (80.3) 69.2 (55.9)

GPT-4o
I 67.2 (60.9) 93.1 (85.8) 91.6 (91.6) 84.0 (79.4) 42.6 (39.8) 61.9 (59.9) 85.8 (85.8) 63.4 (61.8)
C 70.2 (63.6) 93.3 (85.1) 86.6 (86.6) 83.4 (78.4) 51.7 (46.9) 69.3 (66.2) 78.0 (78.0) 66.3 (63.7)

Claude-3.5-Sonnet
I 58.0 (53.2) 88.5 (84.0) 94.8 (94.8) 80.4 (77.3) 25.3 (18.8) 42.7 (34.0) 93.8 (93.8) 53.9 (48.9)
C 66.8 (66.0) 92.1 (91.6) 90.3 (90.3) 83.1 (82.6) 41.9 (23.7) 63.5 (37.4) 87.0 (87.0) 64.1 (49.4)

Gemini-1.5-Pro
I 84.7 (83.6) 97.0 (96.3) 76.5 (76.5) 86.1 (85.5) 54.6 (36.1) 72.4 (51.6) 74.8 (74.8) 67.3 (54.2)
C 80.5 (79.0) 94.6 (94.0) 78.0 (78.0) 84.4 (83.7) 56.9 (34.6) 74.5 (50.1) 72.2 (72.2) 67.9 (52.3)

GPT-4o-mini
I 7.3 (5.1) 25.3 (19.8) 99.3 (99.3) 44.0 (41.4) 5.2 (4.6) 9.7 (9.1) 99.2 (99.2) 38.0 (37.6)
C 18.8 (17.2) 45.9 (43.2) 95.7 (95.7) 53.5 (52.0) 21.3 (18.1) 35.8 (33.2) 94.6 (94.6) 50.6 (48.6)

Claude-3.5-Haiku
I 3.9 (2.7) 18.2 (12.6) 99.9 (99.9) 40.7 (38.4) 1.1 (0.9) 1.3 (1.2) 99.9 (99.9) 34.1 (34.0)
C 4.2 (3.5) 15.7 (14.1) 99.7 (99.7) 39.9 (39.1) 3.0 (2.7) 5.6 (5.2) 99.7 (99.7) 36.1 (35.9)

Qwen2.5-VL-72B
I 47.8 (44.1) 81.0 (75.0) 97.0 (97.0) 75.3 (72.0) 19.5 (17.0) 30.2 (26.9) 92.6 (92.6) 47.4 (45.5)
C 49.6 (47.4) 82.5 (79.9) 94.4 (94.4) 75.5 (73.9) 28.8 (25.3) 42.2 (38.8) 88.6 (88.6) 53.2 (50.9)

Qwen2.5-VL-32B
I 18.3 (17.3) 45.4 (44.0) 98.4 (98.4) 54.0 (53.2) 16.0 (15.3) 25.9 (25.2) 96.7 (96.7) 46.2 (45.7)
C 27.5 (27.1) 58.6 (58.1) 97.3 (97.3) 61.1 (60.8) 21.8 (17.9) 33.6 (28.3) 94.6 (94.6) 50.0 (46.9)

Llama-3.2-11B
I 8.5 (7.9) 18.1 (13.7) 97.0 (92.7) 41.2 (38.1) 7.0 (4.7) 8.4 (7.1) 96.6 (93.9) 37.3 (35.2)
C 9.1 (5.7) 19.4 (9.2) 94.7 (88.5) 41.1 (34.5) 11.9 (12.2) 15.5 (13.9) 94.2 (88.0) 40.5 (38.0)

InternVL-8B
I 3.4 (6.9) 3.9 (6.9) 97.6 (89.4) 35.0 (34.4) 2.3 (7.7) 2.1 (8.8) 98.0 (88.1) 34.1 (34.9)
C 5.5 (2.2) 6.2 (2.4) 96.3 (89.5) 36.0 (31.4) 6.0 (11.4) 7.1 (12.1) 96.3 (89.4) 36.5 (37.6)

LLaVA-v1.6-7B
I 0.0 (0.1) 0.0 (0.1) 100.0 (100.0) 33.3 (33.4) 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3)
C 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3) 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3)

Qwen-VL-7B
I 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3) 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3)
C 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3) 0.0 (0.0) 0.0 (0.0) 100.0 (100.0) 33.3 (33.3)

Table 2: VLM accuracy (%) on misleading intent detection (black) and misleading source attribution (colored).
I refers to the implication-oriented approach, and C refers to the consistency-oriented approach (see Section 4.1).
Green cells indicate the top-2 best-performing models. Red cells indicate hallucinations observed in smaller VLMs,
where the model attributes a misleading source (M) despite predicting the instance as non-misleading (NM).

Text Image

Model M-Sub M-Sig Avg. M-Sub M-Sig Avg.

o4-mini 60.9 79.7 70.3 37.7 56.3 47.0
Claude-3.7-Sonnet 61.1 82.6 71.9 44.7 65.4 55.1

GPT-4o 57.0 75.9 66.5 39.9 55.4 47.7
Claude-3.5-Sonnet 59.4 82.8 71.1 35.0 55.0 45.0
Gemini-1.5-Pro 68.5 81.9 75.2 46.6 63.6 55.1

GPT-4o-mini 0.8 3.2 2.0 1.7 2.6 2.2
Claude-3.5-Haiku 0.0 0.0 0.0 0.0 0.0 0.0

Qwen2.5-VL-72B 44.1 74.0 59.1 24.6 37.6 31.1
Qwen2.5-VL-32B 0.0 0.0 0.0 0.4 0.0 0.2

Table 3: Performance (F1%) of VLMs on creator de-
sire inference. Green cells indicate the best-performing
models, while red cells indicate models that failed to
make a single correct prediction.

4.2 Main Results

Consistency-Oriented Reasoning Generally Out-
performs Implication-Oriented Reasoning. As
shown in Table 2, a possible reason is that mislead-
ing news is often constructed through deliberate
content manipulation. Detecting unsubstantiated
inconsistencies, either between the image and its

caption or between the image-caption pair and the
reference article, helps models better identify mis-
leading intent.

VLMs Struggle to Reason About Misleading
Creator Intent. As shown in Table 2, even state-
of-the-art MLRMs such as Claude-3.7 demonstrate
limited performance in detecting and attributing
misleading creator intent. Performance is even
lower on the more complex task of creator desire
inference (Table 3), suggesting a deeper challenge
in reasoning about communicative goals.

These findings raise alarming concerns. Our
setup reflects a realistic deployment scenario,
where readers are exposed to subtle yet mislead-
ing representations of otherwise trustworthy multi-
modal news and must rely on automated systems
for guidance. The consistent underperformance of
VLMs under such conditions suggests an urgent
need to investigate the underlying patterns these
models exploit when assessing content authenticity,
inspiring our in-depth analysis in Section 5.



Model All Misleading (Acc. %) All Non-Misleading (Acc. %)
Original w/ Helpful Hint w/ Adversarial Hint Original w/ Helpful Hint w/ Adversarial Hint

o4-mini 69.8 81.0 (+11.2) 46.8 (-23.0) 83.7 90.2 (+6.5) 68.4 (-15.3)
Claude-3.7-Sonnet 69.7 88.5 (+18.8) 49.3 (-20.4) 86.1 93.9 (+7.8) 58.5 (-27.6)
Gemini-2.5-Pro 73.0 84.6 (+11.6) 43.2 (-29.8) 86.3 99.8 (+13.5) 72.8 (-13.5)

GPT-4o 71.1 87.6 (+16.5) 29.3 (-41.8) 82.3 97.4 (+15.1) 61.1 (-21.2)
Claude-3.5-Sonnet 66.1 74.6 (+8.5) 47.5 (-18.6) 88.6 95.6 (+7.0) 82.4 (-6.2)
Gemini-1.5-Pro 76.6 96.3 (+19.7) 54.3 (-22.3) 75.1 97.3 (+22.2) 51.0 (-24.1)

GPT-4o-mini 30.4 84.9 (+54.5) 6.4 (-24.0) 95.1 99.8 (+4.7) 50.4 (-44.7)
Claude-3.5-Haiku 7.1 34.5 (+27.4) 0.8 (-6.3) 99.7 100.0 (+0.3) 95.7 (-4.0)

Qwen2.5-VL-72B 50.7 81.9 (+31.2) 30.2 (-20.5) 91.5 98.2 (+6.7) 61.6 (-29.9)
Qwen2.5-VL-32B 35.3 99.5 (+64.2) 1.2 (-34.1) 95.9 99.6 (+3.7) 3.4 (-92.5)

Table 4: Misleading intent detection performance of VLMs when exposed to spurious authenticity-related
hints, averaged over both misleading and non-misleading cases. Hint construction details are provided in Section 5.1.

Model M-Sub (Text) M-Sig (Text)
I+T T+A Full I+T T+A Full

GPT-4o 21.8 63.4 70.2 51.6 88.4 93.3
GPT-4o-mini 3.6 36.8 18.8 10.2 64.4 45.9
Qwen2.5-72B 10.6 53.6 49.6 24.6 83.8 82.5
Qwen2.5-32B 6.2 35.8 27.5 18.4 67.2 58.6

Table 5: VLM performance (Acc. %) on mislead-
ing intent prediction under partial modality settings,
suggesting that smaller VLMs may overly rely on image-
text consistency for misleading intent detection. (I+T:
image & caption only; T+A: text & reference article
only; Full: all modalities provided.)

5 Analysis

5.1 Probing the Limitations of VLMs
VLMs Can Be Misled by Surface-Level Im-
age–Text Consistency. Although misleading in-
tent is often not substantiated when compared with
the trustworthy reference article, the manipulated
image and caption typically appear internally con-
sistent, as illustrated in Figure 1. Ideally, models
should integrate information across all modalities
(i.e., image, text, and article) to detect such decep-
tive intent. To investigate this, we evaluate VLMs
under two partial input settings: (1) Image + Text,
and (2) Text + Article.

However, results in Table 5 reveal a contradiction
to this ideal. For instance, GPT-4o-mini performs
better when detecting misleading text by compar-
ing it with the article, but its performance drops
notably when the misleading image is added. This
suggests that consistency between image and text
can mask deception, misleading models that lack
deeper reasoning about cross-source veracity.

VLMs Fail to Detect Misleading Text Framed in
Credible-Sounding Styles. Prior work in textual

GPT-
4o

Clau
de

-3.
5-s

on
ne

t

GPT-
4o

-m
ini

Clau
de

-3.
5-h

aik
u

Qwen
2.5

-VL-7
2B

-In
str

uct

Qwen
2.5

-VL-3
2B

-In
str

uct
0

20

40

60

80

100

Ac
c.

 (%
)

M-Sub (Text)  Professional Style
M-Sub (Text)  Misleading Style

M-Sig (Text)  Professional Style
M-Sig (Text)  Misleading Style

Figure 3: Misleading intent detection performance of
VLMs on misleading text presented either in a profes-
sional tone (as used in the original DECEPTIONDE-
CODED setting) or in an explicitly misleading style.

misinformation detection (Chen and Shu, 2024; Wu
et al., 2024) has shown that large language models
(LLMs) often rely on stylistic cues rather than fac-
tual correctness when making veracity judgments.
To investigate whether this stylistic bias extends to
the multimodal setting, we reframe misleading cap-
tions in DECEPTIONDECODED from professional-
sounding styles to more overtly deceptive or sen-
sational tones (see Appendix C.2). As illustrated
in Figure 3, we observe a similar trend: VLMs
are more likely to misclassify misleading content
when it is framed in a polished, authoritative style.
This suggests that current models may be overly
influenced by surface-level linguistic cues, posing
a serious risk when misinformation is intentionally
crafted to appear credible.



Models React Strongly to Spurious Authenticity
Cues in Prompts. To examine whether VLMs
are influenced by high-level framing cues that are
not grounded in the input content, we inject two
types of authenticity-related hints into the prompt
(see Appendix C.3): (1) Skeptical, which pre-
sumes the news piece may contain intentional dis-
tortions. This hint serves as a helpful signal for
misleading samples but becomes adversarial for
non-misleading samples; and (2) Trusting, which
assumes the content is reliable, reversing the help-
ful and adversarial roles.

As shown in Table 4, these prompts produce sig-
nificant and consistent performance changes: they
improve accuracy in helpful cases and degrade per-
formance in adversarial ones. This reveals that
VLMs are susceptible to spurious prior assump-
tions about content authenticity, even when such
cues are not supported by the input.

5.2 Impact of Image Generation Advances

DECEPTIONDECODED includes reasonably high-
quality images generated using the FLUX model,
as supported by human validation results in Sec-
tion 3.4. As image generation capabilities con-
tinue to advance, we conduct a pilot study to as-
sess whether VLM performance improves when
exposed to higher-fidelity images generated by
GPT-image-1 (OpenAI, 2025a), using a subset of
200 sampled misleading instances.

As shown in Table 6 and Figure 4, we observe
modest performance gains, likely due to the more
vivid visual portrayal of creator intent. However,
despite these improvements, understanding the un-
derlying communicative intent behind multimodal
news remains a significant challenge even when im-
age realism is enhanced. These findings highlight
that surface-level fidelity alone is insufficient, rein-
forcing the need for models that reason explicitly
about creator objectives.

The growing realism of deceptive images as re-
flected by GPT-generated instances introduces a
significant risk. When high-fidelity images con-
vincingly align with misleading textual narratives,
the deception becomes more subtle and harder to
detect. These advances further underscore the im-
portance of reasoning about the creator’s under-
lying intent, rather than relying solely on content
realism or modality alignment.

“A real-life news image of  a large group of  people … . The people 
appear to be celebrating with fireworks, some holding sparklers 
and others setting off small firecrackers, creating a festive 
atmosphere despite the surrounding fire.”

VLM Prediction: Non-Misleading 

                       (source: N/A)

VLM Reasoning: The image and caption 

are consistent with the reference article 

regarding the Powerhouse fire near Lake 

Hughes.

Caption (NM): Fire surrounds Lake 

Elizabeth in the early morning hours on 

Sunday near Lake Hughes, California.

Misleading (Flux-generated) Misleading (GPT-image-1 generated)

Caption (NM): Fire surrounds Lake 

Elizabeth in the early morning hours on 

Sunday near Lake Hughes, California.

VLM Prediction: Misleading 

                       (Source: Image)

VLM Reasoning: The news piece has been 

intentionally distorted as the image shows 

people holding sparklers near a fire, which 

is inconsistent with the serious nature of  

the fire described in the reference article.

Fails to recognize fireworks in the image
Correctly recognizes fireworks in the 

image due to clearer portrayal by GPT

Figure 4: Case Study: a VLM (GPT-4o-mini) fails to
detect misleading creator intent in a FLUX-generated
image due to its inability to recognize the unsubstanti-
ated presence of a crowd with fireworks, given the news
context. The state-of-the-art GPT-image-1 model pro-
duces a clearer depiction, leading to a correct prediction.

Model M-Sub (Image) M-Sig (Image)
Flux GPT-image Flux GPT-image

GPT-4o 51.0 66.0 69.0 84.0
Claude-3.5-Sonnet 42.5 64.0 65.0 80.0
GPT-4o-mini 22.5 47.5 37.5 61.5
Claude-3.5-Haiku 3.0 9.0 6.0 18.0
Qwen2.5-72B 22.5 53.5 33.0 57.0
Qwen2.5-32B 30.0 37.0 46.5 46.0

Table 6: Misleading intent detection performance of
VLMs on images created using different image gen-
eration models, evaluated on a pilot test set of 200 sam-
ples. While performance improves with higher-fidelity
GPT images, a substantial gap remains.

6 Conclusion

In this work, we establish the important yet un-
derexplored task of understanding creator intent
in multimodal misinformation. We introduce DE-
CEPTIONDECODED, a large-scale benchmark de-
signed to evaluate VLMs across intent-centric tasks.
Through extensive experiments, we uncover alarm-
ing vulnerabilities in state-of-the-art VLMs, which
over-rely on spurious shortcuts such as cross-modal
consistency, stylistic cues, and heuristic indicators
of authenticity to detect misleading intent. Our find-
ings pave the way for future research on MMD sys-
tems capable of intent-aware, authenticity-centric
semantic reasoning toward effective misinforma-
tion governance.



Limitations

Through DECEPTIONDECODED, we establish a
framework for understanding misleading creator
intent in multimodal news, providing a meaningful
first step toward modeling and detecting mislead-
ing creator intent. While DECEPTIONDECODED

presents a structured and scalable framework, it
also opens up several avenues for further research
in advancing intent-aware misinformation gover-
nance across more realistic and socially grounded
scenarios.

First, although our framework supports the eval-
uation of creator intent interpretation through tasks
such as misleading intent detection and creator de-
sire inference, fully open-ended intent articula-
tion and corresponding evaluation remains an
open challenge. Future work could explore adap-
tive prompting strategies and leverage the emerg-
ing LLM-as-a-Judge paradigm (Gu et al., 2024)
to assess generated intent representations in more
flexible and scalable ways.

Second, our current benchmark focuses on in-
tent detection and interpretation, but does not di-
rectly measure downstream societal influence. In
real-world scenarios, the effectiveness of misin-
formation depends not only on creator intent but
also on how audiences interpret and react to the
content. Incorporating social grounding, such
as user feedback signals, comment chains, or en-
gagement patterns on social media, would provide
richer context for evaluating the influence of mis-
leading content and calibrating model responses
accordingly.

Despite these limitations, DECEPTIONDE-
CODED represents an important contribution to-
ward systematic, intent-aware evaluation of VLMs
in real-world misinformation contexts. We hope
our benchmark and insights will serve as a solid
foundation for future work.

Ethics Statement

The intent-guided simulation of multimodal mis-
information in DECEPTIONDECODED involves
strategies that could potentially be misused to gen-
erate misleading content using VLMs and open-
source image generation models (e.g., FLUX).
Nonetheless, given the realistic and challenging
nature of detecting misleading creator intent in mul-
timodal news, we believe it is important to trans-
parently acknowledge these risks while reporting
empirical findings on the performance and limita-

tions of current state-of-the-art VLMs.
Our benchmark is developed solely to highlight

the important yet underexplored aspect of model-
ing malicious creator intent in MMD, and to ad-
vance the understanding of current system limita-
tions.To minimize harm, we explicitly avoid ma-
nipulating news content involving specific, identi-
fiable individuals; all simulated content is based
on anonymized or synthetic entities. To further
mitigate misuse, we will open-source the dataset
and evaluation scripts, but refrain from releasing
the specific generation prompts that could be re-
purposed for deceptive use. Data access will be
granted only to verified researchers under a bind-
ing usage agreement to ensure responsible use. All
data collection and usage comply with the terms of
service of the underlying models and platforms.
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A DECEPTIONDECODED Details

A.1 News Topics

VisualNews (Liu et al., 2021) provides fine-grained
topic annotations for each news article. For DE-
CEPTIONDECODED, we select 10 major topic cat-
egories based on sample abundance, topical diver-
sity, and real-world relevance.

The selected categories are:

‘world’,
‘science_technology’,
‘politics_elections’,
‘environment’,
‘business_economy’,
‘technology’,
‘disaster_accident’,
‘conflict_attack’,
‘us-news’,
‘health_medicine_environment’

These topics form the foundation for generating
diverse and realistic multimodal misinformation
instances in DECEPTIONDECODED.

A.2 Source Data Acquisition

In Section 3.1, we obtain high-quality source data
for DECEPTIONDECODED with the prompt out-
lined in Figure 8.

A.3 Aspects of Desired Influence

We define a set of major desired aspects of societal
influence to facilitate creator intent establishment
in Section 3.2. The aspects are listed as follows:

Political Polarization,
Social Polarization,
Cultural and Religious Polarization,
Economic Misinformation,
Public Health and Safety,
Environmental and Scientific Polarization,
Geopolitical and International Relations,
Psychological and Emotional Manipulation

A.4 DECEPTIONDECODED Examples

We present two DECEPTIONDECODED data exam-
ples in Figure 5 (textual modification) and Figure
6 (visual modification).

To prevent misuse, we refrain from disclosing
the data generation prompts for Section 3.3 that
could be repurposed for deceptive use.

B Human Evaluation Details

We illustrate the annotation process for human eval-
uation in Appendix B in Figure 7.

C VLM Evaluation Details

C.1 Experimental Setup

With DECEPTIONDECODED, we systematically
evaluate 14 representative VLMs. Detailed model
names and versions are provided in Table 7.

For all evaluations, we set the model temperature
to 0 to ensure stable outputs, and run each exper-
iment once. Detailed evaluation prompts for the
implication- and consistency-based approaches are
shown in Appendix C.4.

C.2 Caption Style Reframing Formulation

We adopt the following prompt for the stylistic
reframing experiments in Section 5.1 and Table 3.

You are given a factual news caption. Your
task is to rewrite it in an unreliable style:
that is, make it sound sensational, biased,
emotional, or manipulative, while preserv-
ing the original content and factual meaning.
Do not add or remove any factual informa-
tion. Only change the tone and style to re-
flect how misinformation might manipulate
readers through language.
Original Caption: {caption}
Unreliable-style Caption:

C.3 Authenticity-Related Hint Formulation

To investigate how VLMs respond to subtle au-
thenticity cues, we design two types of prompt-
level hints aligned with the analysis in Section 5.1.
These hints are inserted into the input to simulate
prior assumptions about content reliability.

Hint (Skeptical):
“Hint: The news piece is likely to contain
intentional distortions. Carefully analyze
the image and caption to identify any mis-
leading or manipulative elements.”

Hint (Trusting):
“Hint: The news piece is sourced from rep-
utable outlets and is therefore unlikely to
contain intentional distortions. ”



Model Model Card

o4-mini (OpenAI, 2025b) o4-mini-2025-04-16
Claude-3.7-Sonnet (Anthropic, 2025c) claude-3-7-sonnet-20250219
Gemini-2.5-Pro (Google, 2025) gemini-2.5-pro-preview-03-25

GPT-4o (Hurst et al., 2024) gpt-4o-2024-08-06
Claude-3.5-Sonnet (Anthropic, 2025b) claude-3-5-sonnet-20241022
Gemini-1.5-Pro (Georgiev et al., 2024) gemini-pro-1.5
GPT-4o-mini (OpenAI, 2024) gpt-4o-mini-2024-07-18
Claude-3.5-Haiku (Anthropic, 2025a) claude-3-5-haiku-20241022

Qwen2.5-VL-72B-Instruct (Qwen Team, 2025) qwen2.5-vl-72b-instruct
Qwen2.5-VL-32B-Instruct (Qwen Team, 2025) qwen2.5-vl-32b-instruct
LLama-3.2-Vision-Instruct-11B (Grattafiori et al., 2024) llama-3.2-11b-vision-instruct
InternVL2-8B (Chen et al., 2024) InternVL2-8B
LLaVA-1.6-7B (Liu et al., 2024) llava-v1.6-mistral-7b
Qwen2.5-VL-7B-Instruct (Qwen Team, 2025) Qwen2.5-VL-7B-Instruct

Table 7: Model cards for the VLMs evaluated throughout our work.

Original: 

Locals place flowers on the edge of  the crash site 

cordon outside the village of  Grabovo.

Misleading (Subtle): 

Locals gather near the wreckage, seemingly 

indifferent to the crash site outside the village of  

Grabovo.

Misleading (Significant): 

Locals celebrate near the remains of a downed 

aircraft, showing no regard for the tragedy that 

occurred.

Non-Misleading: 

Residents lay flowers at the perimeter of  the crash 

site near the village of  Grabovo. 

Reference Article: 

Armed rebel soldiers block access to the 

main crash site of  Malaysia Airlines flight 

MH17, which crashed on 17 July near 

Grabovo … Ukrainian state emergency 

service employees search for bodies 

amongst the wreckage …

Figure 5: An example in DECEPTIONDECODED, showcasing a scenario where the creator intentionally misrepresents
the news content with a distorted caption to mislead readers.

C.4 Evaluation Prompts
We present our prompts for evaluating VLMs
in Figure 9 (implication-oriented) and Figure 10
(consistency-oriented).



Reference Article: 

Mexico has rechristened its capital city, 

embracing the name by which it is known 

worldwide, but causing a conundrum for 

residents who for decades have referred to 

the sprawling megalopolis as as the 

Federal District – or “DF” …

Caption: The letters of  the new acronym of  

Mexico City are seen at a square of  the city.

Misleading 

(Subtle)

Misleading 

(Significant)

Non-

Misleading

Figure 6: An example in DECEPTIONDECODED, showcasing a scenario where the creator intentionally misrepresents
the news content with a distorted image to mislead readers.

Original News Modified News

Caption: The lorry fire means part of  the M6 will stay 

closed for much of  Saturday.

Caption: The lorry fire means part of  the M6 will 

stay closed for much of  Saturday.

Instruction: 

You are provided with two multimodal news pieces reporting the same event, each consisting of an image and its 

corresponding caption (Left: original, Right: modified). Does the modified news piece distort the meaning or implication 

of the original news piece in a way that could mislead readers? Annotate with “0” if the modified image is Not 

Misleading, or “1” if it is Misleading.

Important Note: Focus only on the multimodal news content and implications. The presence of AI-generated artifacts 

should not be considered misleading unless they significantly change the implication or meaning conveyed by the image.

Figure 7: Illustration of human evaluation instructions for validating the quality of DECEPTIONDECODED.



Data filtering in DECEPTIONDECODED

You are a senior journalist tasked with evaluating a news caption based on five key criteria:

- Public Interest: Does the caption describe a significant event likely to capture public attention?
- Professionalism: Does it maintain a professional, objective tone?
- Neutrality: Is it free from political, ethnic, gender, or religious bias?
- Anonymity: Does it avoid mentioning any specific person’s name or national/world leaders?
- Clarity: Is the message clearly conveyed without ambiguity, misunderstanding, or controversy?

Conclude with a single word “Yes” if the caption meets all five criteria or a single word “No” if it fails any.
Caption: {caption}
Response:

Figure 8: Prompt for selecting VisualNews (Liu et al., 2021) samples as source data for DECEPTIONDECODED.

Implication-Oriented Approach (I)

Your task is to determine whether a news piece has been intentionally distorted to mislead readers. The news piece
consists of an image with its caption: {caption}. You are also provided a trustworthy reference article related to the
same event: {article}.
Follow the structured steps below and strictly adhere to the output format.
Important Note: Focus only on the content of the news piece. The use of AI tools to assist image creation does not, by
itself, indicate distortion.

Answer the following questions:
Q1. Has the news piece been intentionally distorted by its creator to mislead readers, such that it conveys a biased,
controversial, or manipulated message?
- Respond with one of the following: [Yes, No]. Then provide a brief explanation.
Q2. What is the source of the manipulation—text or image?
- If answer to Q1 is “Yes”, answer with one of the following: [Text, Image].
- If answer to Q1 is “No”, answer: “NA”.
Q3. What does the distortion suggest about the news publisher’s intent?
- If answer to Q1 is “Yes” :
Primary Influence (Desire): Select up to three from the following list, ranked by relevance: [Political Polarization, Social
Polarization, Cultural and Religious Polarization, Economic Misinformation, Public Health and Safety, Environmental
and Scientific Polarization, Geopolitical and International Relations, Psychological and Emotional Manipulation].
- If answer to Q1 is “No”, respond with “NA” for Q3.

Output Format: Respond in the following exact JSON format, preserving the structure, punctuation, and delimiters. Do
not add any extra line breaks or formatting outside this structure:
{ “pred”: “Answer to Q1, followed by a brief explanation”,
“source”: "Answer to Q2",
“desire”: "Answer to Q3" }

Figure 9: Prompt for the implication-oriented approach (I) for detecting misleading news creator intent.



Consistency-Oriented Approach (C)

Your task is to determine whether a news piece has been intentionally distorted to mislead readers. The news piece
consists of an image with its caption: {caption}. You are also provided a trustworthy reference article related to the
same event: {article}.
Follow the structured steps below and strictly adhere to the output format.
Important Note: Focus only on the content of the news piece. The use of AI tools to assist image creation does not, by
itself, indicate distortion.

Answer the following questions:
Q1. Has the news piece been intentionally distorted by its creator to mislead readers, such that there exists inconsisten-
cies between the image and caption, or between the news piece and the reference article?
- Respond with one of the following: [Yes, No]. Then provide a brief explanation.
Q2. What is the source of the manipulation—text or image?
- If answer to Q1 is “Yes”, answer with one of the following: [Text, Image].
- If answer to Q1 is “No”, answer: “NA”.
Q3. What does the distortion suggest about the news publisher’s intent?
- If answer to Q1 is “Yes” :
Primary Influence (Desire): Select up to three from the following list, ranked by relevance: [Political Polarization, Social
Polarization, Cultural and Religious Polarization, Economic Misinformation, Public Health and Safety, Environmental
and Scientific Polarization, Geopolitical and International Relations, Psychological and Emotional Manipulation].
- If answer to Q1 is “No”, respond with “NA” for Q3.

Output Format: Respond in the following exact JSON format, preserving the structure, punctuation, and delimiters. Do
not add any extra line breaks or formatting outside this structure:
{ “pred”: “Answer to Q1, followed by a brief explanation”,
“source”: "Answer to Q2",
“desire”: "Answer to Q3" }

Figure 10: Prompt for the consistency-oriented approach (C) for detecting misleading news creator intent.
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