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Search
Google brings in BERT to improve its search results (TechCrunch)

Translation
Facebook adds 24 new languages to its automated translation service (VentureBeat)

Chatbots
Collaborating chatbots to form a digital workforce (Forbes)

Language technology is increasingly ubiquitous
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https://techcrunch.com/2019/10/25/google-brings-in-bert-to-improve-its-search-results/
https://venturebeat.com/2018/09/11/facebook-adds-24-new-languages-to-its-automated-translation-service/
https://www.forbes.com/sites/forbescommunicationscouncil/2020/05/14/collaborating-chatbots-to-form-a-digital-workforce/#3c5e61f46982


BUT

State of the art models are trained on only Standard English (often U.S. English)

BERT

3https://wikipedia.org; https://visualqa.org; https://rajpurkar.github.io/SQuAD-explorer
http://assets.gcstatic.com/u/apps/asset_manager/uploaded/2017/11/bert-sesame-street-twitter-profile-1489575494-custom-0.png 

https://wikipedia.org
https://visualqa.org/
https://rajpurkar.github.io/SQuAD-explorer/
http://assets.gcstatic.com/u/apps/asset_manager/uploaded/2017/11/bert-sesame-street-twitter-profile-1489575494-custom-0.png
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Identical Train-Test Distributions Assumption: 
All users speak error-free Standard (U.S.) English
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English == Standard U.S. English??

Identical Train-Test Distributions Assumption: 
All users speak error-free Standard (U.S.) English



Not everyone speaks Standard U.S. English
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MacArthur’s Circle of World English; image source: :http://singlish.it/english-language/world-englishes 

http://singlish.it/english-language/world-englishes


Not everyone speaks English perfectly

Ethnologue 2019:

⅔ speak English as a second language
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Image source: https://wikipedia.org

https://wikipedia.org


Ethical Implications: Linguistic Discrimination
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Discrimination against speakers of non-standard Englishes
● Not understanding/misinterpreting them
● In some countries: likely to be ethnic minorities

https://commons.wikimedia.org/wiki/File:Robot_icon.svg 
https://www.theguardian.com/technology/2017/oct/24/facebook-palestine-israel-translates-good-morning-attack-them-arrest 

Sorry, I didn’t get that..

https://commons.wikimedia.org/wiki/File:Robot_icon.svg
https://www.theguardian.com/technology/2017/oct/24/facebook-palestine-israel-translates-good-morning-attack-them-arrest


Are English NLP models biased against 
non-standard English speakers?
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Inflectional Morphology

● Inflections indicate the tense, quantity, etc. of content words
● Many World Englishes exhibit inflectional variation
● Morphological acquisition is challenging for L2 learners

https://www.thoughtco.com/inflection-grammar-term-1691168 
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https://www.thoughtco.com/inflection-grammar-term-1691168


Example

When are the suspended team schedule to returned?
vs

When is the suspended team scheduled to return?
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How robust are English NLP models to 
non-standard inflections?

12



Adv. Examples (Question Answering)

When are the suspended team schedule to returned?

Answer: 2018 → no answer

Who did BSkyB had an operating licenses from?

Answer: Ofcom → no answer

Intractable problem lacking polynomial time solutions necessarily negate the 
practical efficacy of what type of algorithm?

Answer: Exponential-time algorithms → polynomial time
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Key idea: Perturb inflectional morphology of content words

● Find the inflections that maximize the model’s loss (adversarial example)

● Only needs black-box access

Morpheus
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Preserves semantics

● Base forms + word order remains unchanged 

● Generates plausible + semantically similar adversarial examples

Morpheus
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Extractive Question Answering
● SQuAD 2.0

○ Answerable Questions 
(SQuAD 1.1)

○ Unanswerable Questions
● Models

○ BiDAF
○ ELMo-BiDAF
○ BERT
○ SpanBERT

Tasks
Experiments
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Machine Translation
● WMT’14 English-French
● Models

○ Convolutional Seq2Seq
○ Transformer-big



SQuAD 2.0 models are significantly more brittle
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SQuAD 2.0 models are significantly more brittle
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Example (Machine Translation)

Original
The announcement came as fighting raged Thursday in the town of Safira, which experts say is home to a chemical 
weapons production facility as well as storage sites, reported the Britain-based Syrian Observatory for Human Rights.

Adversarial Example
The announcements coming as fight rage Thursday in the towns of Safira, which expert say is home to a chemical 
weapons production facility as well as storage site, reporting the Britain-based Syrian Observatory for Human Rights.

Original Translation
L'annonce a été faite alors que les combats faisaient rage jeudi dans la ville de Safira, qui, selon les experts, abrite une 
usine de fabrication d'armes chimiques ainsi que des sites de stockage, a indiqué l'Observatoire syrien des droits de 
l'homme, basé au Royaume-Uni.

Adversarial Example Translation:
Le président de la République, Nicolas Sarkozy, a annoncé jeudi que le président de la République, Nicolas Sarkozy, 
s'était rendu jeudi dans la capitale du pays, Nicolas Sarkozy.

[The President of the Republic, Nicolas Sarkozy, announced Thursday that the President of the Republic, Nicolas 
Sarkozy, had traveled Thursday in the capital of the country, Nicolas Sarkozy.]
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Improving Robustness to 
Inflectional Perturbations
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Key idea: Fine-tune trained models on adv. training set for 1 epoch
● Data generated via weighted random sampling using adversarial 

inflection distribution

Existing work retrains model on adversarial examples from scratch 
● Computationally expensive

Adversarial Fine-Tuning
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Generating the Adversarial Training Set
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Generating the Adversarial Training Set
RandomInflect
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Results
Adversarial Fine-Tuning Improves Robustness!
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● Current models are trained on error-free, Standard (often U.S.) English

● Predisposes them to discriminate against non-standard dialect/L2 speakers
○ Known as linguistic discrimination or linguicism

● Adversarial examples targeting inflectional morphology expose this flaw

● Morpheus produces plausible + semantically similar adversaries

● Fine-tuning for a single epoch on an adv. training set improves robustness

Code: github.com/salesforce/morpheus

Summary
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● Extend to other languages, in particular morphologically-rich languages

● Directly model L2/dialectal distributions

● Harden models without increasing dataset size

Future Work
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Examples (NMT)

The first nine episode of Sheriffs Callie's Wild West will be available from November 24 on the site 
watchdisneyjunior.com or via its application for mobile phone and tablet.

Cue story about passport controls at Berwick and a barbed wires borders along Hadrian's Walls.

Cutting to the present are a rude awakenings, like snapped out of a dream.

Caused Transformer-big to output English
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Human Evaluation

31



Results
Human Evaluation
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Discrimination against L2/nonstandard English speakers
● Not understanding/misinterpreting them
● In U.S. context: likely to be ethnic minorities

Ethical Implications
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Fairness in NLP
● Primarily focused on gender and racial biases

(Bolukbasi et al., 2016; Rudinger et al., 2018; May et al., 2019; Bordia and Bowman, 2019)

Adversarial Attacks in NLP
● Character/word shuffling/insertion/deletion, synonym swapping

(Jia and Liang, 2017; Belinkov and Bisk, 2018; Ebrahimi et al., 2018; Ribeiro et al., 2018; etc)

● Often changes the expected output of the model (with some exceptions)
● Does not make use of linguistic concepts like morphology

Adversarial Robustness
● Adversarial training: Computationally expensive
● Embedding averaging: Clean data performance affected 

(Belinkov and Bisk, 2018)

Related Work
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