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How many papers are published in 2012? 

Source: Originally pinned from Nature (http://www.nature.com/news/366-days-2012-in-review-1.12042),  
with data from Thomson Reuters/Essential Science Indicators. 
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         “conclusion,” … Target  
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Potential citation papers 



Our Goal 
• To find potential citation papers to model candidate 

papers to recommend much better for better 
recommendation 
 

• To refine the use of citation papers in characterizing 
candidate papers to recommend using fragments 
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Related Work 
Scholarly Paper Recommendation 
[Nascimento et al., JCDL’11] 
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User  
profile 

Researcher Candidate papers  
to recommend 

Recommended papers 

Titles of published  
papers 

Title and abstract of  
candidate papers 



Related Work 
Scholarly Paper Recommendation 
[Wang and Blei., KDD’11]: Collaborative topic regression  
    Combines ideas from collaborative filtering and content analysis  
    based on probabilistic topic modeling 
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Outline of Baseline System 
[Sugiyama and Kan, JCDL’10] 
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Researcher 

Candidate papers to recommend 

userP
(1) Construct user profile 
      from  each researcher’s  
      past papers 

(2) Compute similarity between 

userP

(3) Recommend papers  
      with high similarity 

),,1( tjjrecp
=F

1recpF to trecpF

and 
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Forgetting factor  

Weighting scheme 
Cosine similarity  
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[Sugiyama and Kan, JCDL’10] 
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Citation (cit) and potential citation (pc) papers 
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[Sugiyama and Kan, JCDL’13] Proposed Method 



Proposed Method 
(1) Leveraging Potential Citation Papers 

 
(2) Leveraging Fragments in Potential Citation Papers 
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Identified Potential Citation Papers 

Potential citation paper 
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0.233 0.628 

0.233 0.147 

0.147 0.265 

0.265 

0.628 

Original matrix 

1.000 0.233 0.723 0.538 0.628 

0.233 1.000 0.147 0.476 0.156 

0.723 0.147 1.000 0.265 0.521 

0.538 0.476 0.265 1.000 0.268 

0.628 0.156 0.521 0.268 1.000 

Imputed matrix 

Imputation 
The values in the cell: 
   Cosine similarity between papers 
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1.000 0.233 ? ? 0.628 

0.233 1.000 0.147 0.476 0.156 

0.538 0.476 0.265 1.000 0.268 

0.628 0.156 0.521 0.268 1.000 

Target paper (   ) and corresponding  
Imputed similarities of neighborhood  
(                       )  from “Imputed matrix” 

1.000 0.233 0.682 0.453 0.628 

 “potential citation papers”  
(e.g., set to 1) 
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Feature Vector Construction for Target Papers 
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Proposed Method 
(2) Leveraging Fragments in Potential Citation Papers 
• [frg-SIM]: Fragments with cosine similarity weighting 

 
• [frg-TW]: [frg-SIM] with tunable weight 
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[frg-SIM]: Fragments with cosine similarity weighting 
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Full text 

Fragments  
(“abstract,” “introduction,” “conclusion,” etc.) 
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[frg-TW]: [frg-SIM] with tunable weight  
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Experiments 
Experimental Data  
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(a) Researchers (they have publication lists in DBLP) 
Training set Test set 

Number of researchers 25 25 

Average number of DBLP papers 10.4 9.6 

Average number of relevant 
papers in our dataset 

76.3 74.5 

Average number of citations 15.3 (max. 169) 14.4 (max. 145) 

Average number of references 15.8 (max. 47) 14.2 (max. 58) 

(b) Candidate papers to recommend (constructed from ACM Digital Library) 
Training set Test set 

Number of  papers 50,176 50,175 

Average number of citations 19.4 (max. 175) 16.5 (max. 158) 

Average number of references 15.7 (max. 45) 15.4 (max. 53) 

(to be released soon from    
      http://www.comp.nus.edu.sg/~sugiyama/SchPaperRecData.html) 



Experiments 
Evaluation Measure 
• NDCG@5, 10 [Järvelin and Kekäläinen, SIGIR’00] 

• Gives more weight to highly ranked items 
• Incorporates different relevance levels through different 

gain values 
- 1: Relevant search results  
- 0: Irrelevant search results 

• MRR [Voorhees, TREC-8, ’99] 
• Provides insight in the ability to return a relevant item at 

the top of the ranking 
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Experiments 
Experimental Results 
(1) Leveraging potential citation papers 
         [Tune:pc] Parameter tuning to discover potential  
                           citation papers 
(2) Leveraging fragments in potential citation papers 
         [Tune:frg-SIM] Fragments with cosine similarity  
                                   weighting 
         [Tune:frg-TW] [frg-SIM] with tunable weight 

 
(3) Applying optimized parameters to test set 
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(1) Leveraging Potential Citation Papers 
[Tune:pc]  
   Parameter tuning to discover potential  citation papers 
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nDCG@5 [pc-IMP] 

pc-BIN (n=4, Npc=5): 0.547  
pc-SIM (n=4, Npc=5): 0.563  



(2) Leveraging Fragments in Potential Citation Papers 
[Tune:frg-SIM] 
   Fragments with cosine similarity weighting 

pc-IMP (n=4, Npc=6) nDCG@5 
Abstract 0.535 

Introduction 0.538 

Conclusion 0.543 

Full text 0.568 

Full text  + Abstract 0.570 

Full text  + Introduction 0.569 

Full text  + Conclusion 0.574 

pc-BIN (n=4, Npc=5),  
      Full text + Conclusion 

0.558 

pc-SIM (n=4, Npc=5),  
      Full text + Conclusion 

0.569 
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(2) Leveraging Fragments in Potential Citation Papers 
[Tune:frg-TW] 
   [frg-SIM] with tunable weight 
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nDCG@5 [pc-IMP]  
(“Only fragments”) 

nDCG@5 [pc-IMP]  
(“Full text and  fragments”) 

pc-BIN (α=0.7, Conclusion): 0.546 
pc-SIM (α=0.7, Conclusion): 0.559  

pc-BIN (α=0.7, Conclusion): 0.559 
pc-SIM (α=0.7, Conclusion): 0.573  



(3) Applying Optimized Parameters to Test Set 

nDCG@5 MRR 
pc-IMP (n=4, Npc=6) 
  frg-SIM (Full text + Conclusion) 
  frg-TW (α=0.4, Full text + Conclusion) 

 
0.572 
0.579 

 
0.787 
0.793 

Baseline system 
[Sugiyama and Kan, JCDL’10] 
(Weight “SIM,” Th=0.4,γ=0.23,d=3) 

 
0.525 

 
0.751 

[Nascimento et al., JCDL’11] 
(“Frequency of bi-gram”  
  obtained from title and abstract) 

0.336 0.438 

[Wang and Blei., KDD’11] 
(“In-matrix prediction” in    
   collaborative topic regression) 

0.393 0.495 

39 WING, NUS 
 



Microscopic Analysis 
• 1st Relevant Result in Recommendation List for  a 

“Mobile Computing” Researcher 
 [Sugiyama and Kan, JCDL’10]: 52nd 
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• Example of Identified Potential Citation Papers 
  

 
 

“Biomechanics” 
“Computer-based  music  
conducting systems” 

“Machine learning” 

 [Sugiyama and Kan, JCDL’13]: 1st 

Target Paper: 
“Real world  
Gesture analysis” 

“Human Computer  
Interaction” papers 

HCI 

HCI 
HCI 

HCI 



Limitations 
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“Understanding mobile  
user’s behavior” 

- Mobile technology 
- User search behavior 
- Clustering  

Target  
paper 

“Mobile  
Technology” 

“Mobile  
Technology” 

“Mobile  
Technology” 

Identified Potential Citation Papers 

Target paper: 
   “Understanding mobile  
    user’s behavior” 

Interdisciplinary paper 



Conclusion 
To recommend scholarly papers much more relevant to 
a researcher’s interests, we have proposed:  

(1) How to identify potential citation papers 
(2) How to leverage fragments in citation papers 

to characterize candidate papers to recommend. 
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(1) → Collaborative filtering with imputed matrix 

(2) → “Full text + Conclusion” with tunable weight 



Future Work 
We plan to develop methods for: 
• Selecting balanced neighborhood for interdisciplinary 

target papers in collaborative filtering 
 
• Developing a novel term weighting scheme suitable 

for small-sized text fragments in papers 

43 

Thank you very much! 

WING, NUS 
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