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v Introduction

v Experiments

• Zero-shot Cross-lingual SLU
• Model is trained in a source language and directly applied to other

target languages.

v Model

• Main Results
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• Experimental results on BiLSTM and XLM-R

• Paper & Code

• To solve the first challenge:
• Exploring contrastive learning (CL) to explicitly

align representations of similar sentences across 
different languages.

• To solve the second challenge:
• We first introduce a Local module to learn 

different granularity alignment representations.
•Sentence-level Local CL Module to align
sentence representation across languages for
intent detection.
•Token-level Local CL Module to align token
representations across languages for slot filling.

• We further propose a Global module, as slots and
intent are often highly related semantically when
they belong to the same query.
•Semantic-level Global CL Module to align
representations between a slot and an intent. The main architecture of GL-CLEF

Paper Code

• Challenges of current methods
• First Challenge:
•Current methods perform an implicit alignment process that seems to be
a black box, which affects the alignment representation and makes it
hard to analyze the alignment mechanism.

• Second Challenge:
•Current methods do not offer cross-lingual transfer between the varying
granularities of the tasks: the intent detection is sentence-level and the
slot filling is token-level.

1. Explicit alignment method GL-CLEF outperforms the implicit alignment 
method (CoSDA)

2. Our framework achieves the state-of-the-art performance

1. Contributions from contrastive learning and pre-trained model use are 
complementary.

2. GL-CLEF still obtains gains over BiLSTM.


