Chapter 7 

Conclusion




7.1 Discussion of Results

The experimental results reported in the previous chapter show that the network has captured some aspects of the reading process. The network can successfully learn to produce the phoneme sequence of training words and gives acceptable performance on the testing corpus. This demonstrates that the learning algorithm used in the network can capture the pronunciation rules effectively and apply the knowledge learned during the testing process reasonably. 

Besides these achievements, the current model has a shortcoming. There are eight positions at each representation level except for the whole-word neurons. The connections between the neurons in different levels exist only for neurons in the same position. Since the pronunciation rules are encoded by these connections, the learned rules are also position dependent. It means that to successfully capture a pronunciation rule, the model needs to learn the rule at different positions. 
This is a likely cause of the low testing accuracy of model B at the Phoneme Chunking Level. The mapping from the grapheme chunking neurons to phoneme chunking neurons is many-to-many most of the time. Partially learned pronunciation rules will give partial results given an input therefore degrade the accuracy of model. 
Also the test on Response Time of the model did not match that of human’s reading process well. The possible reason is that chunking neurons with different length have different convergence time. The grapheme and phoneme chunking neurons that currently exist in the model are not the only chunking levels in human’s reading process. Other larger chunking levels may participate in the reading process as well. The research of psychologists revealed that it is possible that human’s reading process involves much larger chunking levels. Essential for the rhythm of the reading process, syllable and onset/rimes are possible contributors. Inclusion of such chunking levels in the model may improve the performance of the model and make its structure more complete. 
Next, the possible improvements of the model will be addressed. 

7.2 Future Work

Based on the discussion above, the improvements on the model should focus on two areas: 
1. Inclusion of more chunking levels into the model. Possible chunking levels include syllables and onset/rimes.
2. Making the learning of pronunciation rules position-independent.
To introduce new chunking levels, new groups of neurons will be utilized to encode them. These new chunking levels are also position related. For example, onset/rime has two positions: 0 and 1. Neurons in these new chunking levels will compete with neurons in the same level. Then they will participate in the overall competition of the model for the production of the final output. The principle of the overall competition is that the longer is the chunking, the more important is the neuron that encodes it.
To make learned pronunciation rules position-independent, the introduction of rule database is a possible solution. The rule database is responsible for collecting learned pronunciation rules. A pronunciation rule is stored in the database as a chunking-phoneme pair. Each time a word is learned, the rule database is updated accordingly. When a new word is clamped into the input layer, the connections associated with possible word-related chunking neurons are updated according to the rule database. Such a process can be called dynamic binding.
For example, for the input word bee, its possible chunks are b, ee and e. When the word is clamped into the input word, rules related to these three chunks will be copied into the neural network to facilitate the reading process of the model. After learning successfully, information in the rule database corresponding to these three chunks will be updated. Therefore, the running process of the network may be as follows:
1. Find the applicable rules from rule database given possible chunks of an input word.
2. Set the connections in the neural network so as to copy the rules into the network.

3. Run the network until it is stable

4. Modify the connections according to learning algorithms.
5. Update rule database with the newly learned pronunciation rules.
Besides the work mentioned above, the comparison experiments between the performance of the current network and the behavior of primary school pupils are also interesting. The study of the developmental process is essential for the understanding of the reading process. The comparison result will help verify the feature of the algorithm and the structure of the network and offer clues for possible improvement. These experiments will also help the generalization of the network that will fit both a child and an adult. 

7.3 Conclusion

The network can capture the pronunciation rules during the training process and apply the learned knowledge on words totally unknown to it reasonably. The network can produce output of internal representation levels, such as grapheme sequence at grapheme level. 

The model is based on dual-route theory. The implementation of the GPC route is undertaken along two directions: GP level in model A, and cascaded grapheme and phoneme levels in model B. The difference in the performances of the two models helps to find out the shortcoming of the models and prompted the possible solution to it.
The response time of the model does not correspond well with human data. This may arise from the fact that the structure of the model may not comprise all the chunking levels in human’s reading process. Including more chunking levels into the model is hence an important work.
In summary, it can be concluded that the neural network model has realized the objectives of this project. 
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