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Summary
The implementation of a human’s reading process model is inspired by the human’s desire of understanding more of ourselves and made possible by the development of the psychology theories. The two main theories are the single-route model and the dual-route model. 

This project implements a neural network model of reading process based on dual-route theory. In the neural network, each neuron is associated with a representation unit in the target language. Combination of neurons that belong to the same representation level produces the representation sequence at that level. The learning process of the neural network is a supervised learning. Target pronunciation output of the input word is required to train the network. Learning algorithm encodes the pronunciation rules and word frequency information into the connection weights. The neural network model will apply learned rules to produce pronunciation outputs if target pronunciation is unavailable.
Experiments and tests have been conducted on the neural network model. These experiments show that the model embraces basic characteristics of human’s reading process, such as learning of the pronunciation rules, word familiarity and reading aloud of non-word. Besides these features, the model provides the basis for further study of the reading process.
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