Chapter 1

Introduction

1.1 Motivation


Human has the ability to read aloud from print. Human’s reading process has fascinated many psychologists and linguists for a long time. Numerous studies on the reading process have been conducted and many theories have been put forward. The two main theories among them are the single-route model (Seidenberg and McClelland, 1989, 1990) and the dual-route model (Coltheart, Curtis, Atkins, Haller, 1993). 

The single-route model postulates that there is a single neural route from print to speech. Based on this postulate, Seidenberg and McClelland built a neural network model to model human’s reading process. However, Coltheart, Curtis, Atkins, and Haller (Coltheart et al., 1993) discovered that the single-route model couldn’t explain all known phenomenon about reading. On the other hand, the dual-route model can account for all major phenomena and hence is a better model of the reading process. Coltheart et al. developed the Dual-Route Cascade model (DRC) based on the dual route theory to show the feasibility of their theory. Although the DRC model can successfully simulate many features of human’s reading process, it has a drawback: the connections in the neural network are handwired. In another word, the learning process is not simulated by the DRC model. To explore deeper into the reading process, a neural network model that can learn to read aloud from print is necessary.

1.2
Project Objective

Because of the complexity of the human’s reading process, it is very difficult to model it exactly on computer. However, it is possible to build a relatively simple neural network to capture some basic features of the reading process and go deeper based on the network.  Therefore the objective of this project is to build such kind a neural network. The neural network model should include the following features, which is the basic characteristics of the reading process.
1. The neural network will take a letter sequence as its input. 

2. If the pronunciation of the input word is available, the network should be able to learn the pronunciation rules. 

3. It will be able to produce the pronunciation of the input letter sequence from the pronunciation rules that it has learned. 

4. It should be able to simulate some phenomena of human’s reading process, such as response time and word frequency effect

1.3
Thesis Organization

The reminder of the thesis is organized as follows. Chapter 2 will introduce the terminology used in this thesis. Then related psychology theories and models will be discussed, followed by a comparison between various psychological theories. Chapter 3 to chapter 5 will focus on the structure and algorithm used in the neural network model. Chapter 3 will introduce the architecture of the network. Chapter 4 will focus on the activation of neurons in the network and Chapter 5 will present the network training algorithm. Experimental results and analysis will be given in Chapter 6. Chapter 7 will discuss the strengths and limitations of the model and possible future improvements.
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