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Abstract—The emergence of commodity programmable
switches have spawned a series of innovations in the network data
plane. By making the traditionally stateless network architectures
to be stateful, we can realize a diverse set of applications, e.g., net-
working monitoring, load-balancing, firewalls, entirely in the data
plane. On the other hand, many existing in-network applications
assume that the underlying switch is single-pipelined, however,
in reality, commodity programmable switches are designed with
multiple pipelines in mind. While this approach enables high
scalability, it has introduced a serious disadvantage: maintaining
states across the pipelines is non-trivial. For instance, without
involving the control plane it is infeasible to keep track of a
request and its response in different pipelines, thereby rendering
many in-network proposals impractical.

In this paper, we highlight this fundamental limitation that
holds back the practical widespread adoption of stateful appli-
cations in today’s multi-pipeline switches. By scrutinizing recent
in-network approaches, we identify that majority of them cannot
operate as they are proposed on multi-pipeline switches. After
raising awareness of this inevitable consequence, we discuss a set
of possible workarounds for in-network applications to overcome
this issue on multi-pipeline switches.

Index Terms—stateful applications, programmable switches,
multi-pipeline, software-defined networks

I. INTRODUCTION

The emergence of commodity programmable switches have
resulted in the “Cambrian Explosion” in the network data
plane. This has induced a paradigm shift [1] in designing
versatile networking applications ranging from network mon-
itoring [2], [3], traffic e ngineering a nd 1 oad-balancing [4],
[5] to high-precision congestion control [6], anomaly de-
tection [7] and DDoS defense [8], [9]. Additionally, switch
programmability has opened the door to perform bump-in-
the-wire computation for another diverse set of use cases,
e.g., distributed coordination [10], [11], distributed machine
learning aggregation [12], and in-network caching [13], [14].

These innovations have led to new network managing
methodologies [15], [16], while making it possible to offload
core functionalities of end-host applications (e.g., replicated
storage [17]) to the network to achieve orders-of-magnitude
performance gains [18]. Notably, a key enabler of application-
level logic offloadingi st he a vailability o f s tateful compo-
nents such as registers, meters and counters in commodity
programmable switches that are exposed to programmers.
However, these resources do not come in abundance. De-
signing in-network applications along with common switching
functionalities (e.g., Layer-2/3 switching and routing) and
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deploying within one hardware appliance is a challenging
task [19].

Commodity programmable switches commonly consist of
more than one packet processing pipeline in order to scale up
the available backplane capacity, ranging from one pipeline
with 16 ports to four pipelines with 64 ports [20]. This
performance gain, however, presents a major challenge to
the design of in-network applications. For better scalability,
pipelines in a switch are independent from each other and have
their own dedicated hardware resources (e.g., SRAM). A direct
consequence is the absence of coherent memory among the
pipelines, meaning state updates in one pipeline are not visible
in the others unless explicitly synchronized. However, network
traffic processed by a switch usually traverses across pipelines
(i.e., from different ingress port to different egress ports) based
on the predefined switching and routing policies. As a result,
application developers need to explicitly deal with stateful
memory that are inherently distributed across pipelines.

The design and implementation of many existing in-network
applications, e.g., [4], [8], [14], have been largely based on the
assumption that network traffic traverses the same pipeline
exclusively, thereby sweeping the issues under the carpet.
Unfortunately, such over-simplified assumption can easily lead
to erroneously application behaviors when deployed on today’s
multi-pipeline programmable switches. We believe this not
entirely the fault of the developers — the single-pipeline
assumption can be attributed to existing domain specific
languages for programming the data plane, e.g., P4 [21],
NPL [22]. In particular, they are designed to be architecture
agnostic: the language specification has no formally defined
memory models nor semantics of reading/updating memory
when states are distributed across pipelines. Hence, when de-
ploying applications in real networks, the data plane program
developers have to manually define and enforce the expected
behavior based on the hardware target they are working with.
Given the promising gains of in-network applications, the
aforementioned issue undeniably presents a major setback.

While there exists some potential (see later in §V)
workarounds, such as recirculating each packet (§V-B) to every
pipeline in order to synchronize the states, they complicate
the design and implementation of applications, and negatively
impacts the overall performance of the switch. A more severe
implication is that strong-consistency guarantees, such as
linearizability, are not possible under current architectures,
ruling out several in-network applications proposed to improve
distributed systems [11], [23].



The main purpose of this paper is to raise awareness of this
fundamental constraint in designing stateful applications on
today’s commodity programmable switches. First, we give a
brief overview of the architectural designs of programmable
switches (§II); next, we discuss an example to comprehen-
sively illustrate the above-mentioned limitation (§III). In §IV,
we analyze recent in-network application proposals under
multi-pipeline assumptions and discuss their inefficiencies.
Lastly, in §V, we elaborate on some possible workarounds
to make any in-network application feasible to run on multi-
pipeline switches, with the caveat that all of them come with
non-negligible impacts on the overall network performance.

While this important side-effect has been superficially cov-
ered in [18], [24], in this paper, we delve deeper into the topic.
We hope to attract further discussion from the community
and advocate future in-network application and programming
language designs to consider deployment strategies on multi-
pipeline switches, and potentially, devise a network-wide,
distributed stateful primitive for multi-pipeline switches.

II. BACKGROUND

A. Programmable Commodity Switches

The Portable Switch Architecture (PSA [25]) defined by
the P4 Architecture Working Group illustrates the typical
capabilities of network switches that process and forward
packets across multiple switch ports. The pipeline of a Portable
Switch usually contains three major blocks (see Fig. la),
namely ingress, packet replication engine, and egress. Both
ingress and egress have their own parser and deparser, as well
as match-action units. Each pipeline is mapped to a set of
switch ports.

Similarities to the PSA can be drawn from the switching sil-
icons used in today’s programmable commodity switches such
as Broadcom’s Trident-series ASICs (Trident 3 [26], Trident
4 [27]), and Intel’s Tofino-series ASICs (Tofino [20], [28],
Tofino 2 [29]). The Tofino ASICs are based on the Protocol-
Independent Switch Architecture (PISA) — a derivative from
the Reconfigurable Match-action Table (RMT [30]) architec-
ture. Pipelines in PISA (see Fig. 1b) consist of ingress and
egress blocks with multiple match-action stages, and traffic
manager between the ingress and egress. On the other hand,
the Trident ASICs are based on the FleXGS architecture [31]
(see Fig. 1c), which also comprises of a programmable ingress
and egress pipelines with multiple stages of lookup engines,
and an additional memory management unit similar to the
traffic manager in the PISA. One noticeable difference is that,
packet parsing and deparsing is only done once in the FleXGS
archictecture. Stateful packet processing is possible with per
stage SRAM (e.g., registers) and FlexCounters on, PISA and
FleXGS, respectively.

To maintain line-rate forwarding, generally, both architec-
tures share similar characteristics in terms of the (i) lim-
ited number of available stages per pipeline (e.g., 12 on
Tofino [32], and 5 on Trident 3 [26]), (ii) fixed memory per
stages, (iii) fixed number of parallel memory accesses, and (iv)
support for set of simple ALU operations only.
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Fig. 1: Overview of the different switch pipeline architectures.

B. Multiple Switch Pipelines

Bounded by the law of physics, the packet processing rate is
bounded by the clock rate of the switching ASIC (e.g., 1 GHz).
To improve the packet processing capacity, switching silicon
designers follow the “scale-out” approach, i.e., in contrast to
“scaling-up” the hardware resources (e.g., increasing clock
speed) within the pipeline, they rather increase the number of
parallel pipelines. Each pipeline is designed and configured
to manage a given set of physical ports without any over-
laps [25], [33], [34]'. Furthermore, the parallel pipelines do
not even share any common resources (e.g., SRAM, TCAM)
except being connected to the switch backplane, i.e., memory
management unit in FleXGS, or the Traffic Manager in PISA
(cf. Fig. 1). Accordingly, when an application is deployed
on a multi-pipeline switch, it has to be deployed on each
pipeline individually. However, as packets may be routed and
switched from one pipeline to another via the backplane, any

!Furthermore, to cater for different demands of packet processing capacity
and number of switch ports, in practice, network device manufacturers also
introduce multiple line-cards (with switching ASICs) in parallel [35], [36].



state (e.g., counters, registers) maintained within a pipeline
is neither synchronized, shared nor accessible from other
pipelines. Consequently, inter-dependent states can happen to
be scattered across multiple pipelines due to nature of routing
and switching, i.e., when the ingress and egress ports are at
different pipelines. Applications relying on such states,e.g.,
even as simple application as TCP connection tracking (see
details in §III), are facing a huge challenge in practical
deployments. Recently, some attempts have been made on
synchronizing states distributed among the pipelines, however,
they have been shown to be futile [33].

While having multiple parallel pipelines have been practiced
for years [37] in the switching architecture design, the notion
of having multiple pipelines have never been explicitly ex-
posed in traditional fixed function ASICs. SRAM and TCAM
entries in the data plane have always been modified only by
the control plane. Hence, the control plane keeps all the states
synchronized regardless of the number of parallel pipelines.
With the advent of programmable switching ASICs, however,
the newfound ability to modify states entirely in the data plane
(e.g., SRAM - registers) without the need of any control plane
interaction has opened up various opportunities, yet, it presents
a completely new challenge in designing stateful data plane
applications efficiently.

Next, we further illustrate and elaborate on this problem
through a simple example.

III. EXAMPLE: TCP CONNECTION TRACKING

To demonstrate the problem of implementing stateful ap-
plications in multi-pipeline switches, we take the canonical
example of stateful packet processing — TCP connection
tracking (conntrack) for stateful firewalls [38]. We choose
this application due to its simplicity, and being sufficiently
comprehensive to depict the limitation of stateful packet
processing in multi-pipeline switches.

According to network security best practices, TCP
conntrack only allows TCP connections to be established
if they were initiated from the host network per se. Put
differently, an outgoing TCP SYN packet (from the host
network to the external networks) must be observed first before
allowing the returning TCP SYN-ACK; then, the connection
can be established accordingly. On the contrary, connections
initiated from the external networks are dropped.

To reap the line-rate packet processing benefits of pro-
grammable switching ASICs, i.e., operating entirely in the data
plane, TCP conntrack is typically realized using probabilis-
tic data structures, such as bloom filters [39], to efficiently
utilize the precious SRAM (commonly available as registers)
in the pipeline stages. Bloom filters [39] are well-known space-
efficient data structures to answer set-membership queries. In
the case of TCP conntrack, whenever there is an outgoing
TCP SYN, the flow ID? will be registered with the bloom filter.
Subsequently, for the returning/incoming SYN—-ACKs, the flow

2Here, we refer to the five-tuple comprising of the source and destination
IP addresses and ports, and the IP protocol. Note, depending on the goal of
the application, flow IDs can be defined differently.
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Fig. 2: The figures show a multi-pipeline switch where dif-
ferent hosts are connected to different pipelines. Note: The
dashed lines in (b) refer to traffic originating from the Hosts,
while the solid lines depict the traffic originating from the
Server.

ID3, will then be checked against the bloom filter to verify that
the connection was in fact initiated from the internal network
before allowing SYN-ACK and the subsequent traffic to go
through the firewall.

In the physical nature of routing and switching, packets
do not enter and exit through the same physical interface.
Moreover, in the case of a multi-pipeline switch, they might
not even enter and exit through the same pipeline. To visualize
this, we depict two possible scenarios in Fig. 2. Fig. 2a shows
the high level view on how the switch ports are typically
mapped to individual pipelines, while Fig. 2b illustrates how
traffic traverses the pipelines.

In Fig. 2, the Server, Host A and Host B are con-
nected to a common programmable multi-pipeline switch.
Physical connectivity-wise, the Server and Host A are
connected to port 5 and 6 of pipeline 0; while Host B is
connected to port 14 in pipeline 1. The Server is not allowed
to initiate connections to the hosts, and can only respond to
client requests.

First, we discuss the case where both outgoing and incoming
traffic are local within the same pipeline. For Host A, it is

3More precisely, the flow ID in this case is “reversed” to be in line with
flow ID of the original SYN packet.



located within the same pipeline with the Server. Host A
attempts to establish a TCP connection with the Server by
sending a TCP SYN. The TCP SYN’s flow ID (denoted by
FlowID(A—>Server)) is then recorded with the bloom filter
maintained in the memory, specifically, at ingress pipeline 0.
To reach the server, the client’s traffic is then forwarded to
port 5. Later, the returning TCP SYN-ACK arrives via port
5. Its “reversed” flow ID (marked by FlowID(Server—>A)) is
looked up in the corresponding bloom filter (in ingress pipeline
0) to verify that the connection was initiated from Host A.
If the flow ID exists, the TCP SYN—-ACK and the subsequent
returning TCP traffic for this flow is forwarded to Host A
through port 6.

On the other hand, for the case of Host B, it is situ-
ated in a different pipeline than the Server is connected
to. Whenever Host B initiates a TCP connection with the
Server, the TCP SYN packet (denoted by FlowID(B—
>Server)) will be logged in pipeline 1 instead of pipeline
0. Therefore, the returning TCP SYN/ACK (marked by
FlowID (Server—>B)) from the Server will be dropped
as there are no relevant states regarding that particular flow in
the bloom filter of pipeline 0.

Drawing from the observations in Fig. 2, we can infer the
following:

CONSEQUENCE: Stateful applications with objectives based
on preceding traffic states cannot work when the corresponding
traffic traverse across disjoint pipelines.

IV. ANALYSIS OF RECENT APPLICATIONS

We look at recent in-network proposals for commodity
programmable switches and investigate whether they can work
as intended on multi-pipeline switches. According to the
applications’ relevance, we divide recent approaches into two
key domains, i.e., network monitoring and in-network compute
& acceleration, then we discuss the key works in each domain.

A. Networking

1) Network Monitoring: Data plane programmability and
the access to stateful resources (e.g., registers, meters, coun-
ters) in the data plane open up possibilities to perform fine-
grained per-packet monitoring in contrast to traditional coarse-
grained sampling-based approaches (e.g., NetFlow [40]). Pro-
posals such as PRECISION [2] or dSketch [19] introduce
the ability to track heavy hitters entirely in the data plane,
while FCM-Sketch [3] and BeauCoup [41] enable cardinality
estimations (e.g., detecting super-spreaders) in the data plane.
On the other hand, BurstRadar [42] and ConQuest [43] present
approaches to perform fine-grained queue measurements for
micro-burst detection in the network data plane.

In general, network monitoring applications keep track of
packet-level statistics such as the number of packets and
bytes. This action does not rely on any preceding states.
Even if the traffic of interest appears to be scattered across
different pipelines, the control plane would eventually gather
and aggregate statistics for further decision making due to their
commutative nature in this context. Hence, in-network traffic

monitoring applications operate as intended on multi-pipeline
switches.

In addition, In-band Network Telemetry (INT), known as
the “killer” application of programmable switches, introduces
the ability to encode telemetry information (e.g., queue occu-
pancy) along the network path and has provided unprecedented
visibility [44], [45] for network operators. Typical use cases of
INT include high-precision congestion control [6], path trac-
ing and network troubleshooting. Programmable commodity
switches along the network path play the role of appending
INT headers containing information such as queue occupancy.
Then, at the penultimate hop, the INT headers are popped and
exported for further analysis. Traffic headed towards different
egresses do not affect the information being appended to
the INT headers as they (e.g., queue occupancy, current link
utilization) are always available and processed at the egress
pipeline. Accordingly, multi-pipeline switches do not pose any
problem for implementing in-band network telemetry either.

2) Load Balancing: Traditional equal-cost multipath
(ECMP) based routing strategies are static and do not adapt
to link utilization changes. Hence, dynamic in-network load-
balancing approaches such as HULA [4], MP-HULA [46],
DASH [5], and Contra [47] present real-time feedback mech-
anisms to better adapt with the ever-changing network loads.

In a nutshell, these approaches depend on periodic probes
to inform adjacent switches about the real-time status of
the switches such as link utilization and queue occupancy.
Information carried by the probes are then stored in register
arrays by adjacent switches in their ingress pipelines, which
will then be queried to determine which particular link the
packet should be forwarded through. However, if the egress
ports/links are located in a different pipeline in contrast to
the ingress pipeline, the current pipeline would not receive
any probes containing the corresponding link information.
Hence, the relevant states are absent for the ingress pipeline for
performing load-balancing for egress links that are connected
to other pipelines.

This presents an issue similar to what has been dis-
cussed in §III. As load-balancing network traffic relies on
preceding states from the probes that may not be present
in the same pipeline (specifically, at the ingress pipeline),
under multi-pipeline scenarios, in-network load-balancing ap-
proaches break.

3) DDoS Defense: DIDA [8] and Poseidon [9] present the
use of commodity programmable switches to perform line-
rate defense against volumetric distributed denial-of-service at-
tacks. Take the classic volumetric DNS amplification attack as
an example: to identify such an attack, the network data plane
has to keep track of both the DNS requests and responses.
Whenever the number of responses becomes significantly
greater than the number of requests, it can be deduced that the
particular host is under attack and immediate reactive measures
(e.g., blocking or redirecting the malicious traffic to scrubbers)
must be put in place in the data plane.

Identically, the need to keep track of the requests and
responses fall within the consequence outlined in §III. If the



requests and its corresponding responses arrive at different
pipelines, the data plane itself is not able to deduce whether the
network is indeed under an attack or not*, unless the control
plane is involved (§V-C).

B. In-network Compute & Acceleration

1) Caching: Distributed storage system workloads com-
monly exhibit high skew: a small percentage of popular objects
receive disproportionately more traffic than the others. High
skew in object accesses presents a major challenge to the
efficiency of the storage system, as it naturally leads to uneven
load distribution among storage servers, and may cause servers
to overload if they hold highly popular objects. Recently, there
have been proposals [13], [48] that aim to address this issue by
caching popular objects directly in programmable switch data
plane. Switch ASICs provide sufficient processing capacity
to handle requests to the most popular objects in the system
regardless of skew, effectively reducing load on the back-end
storage servers and more importantly, making the load more
even across the servers.

To ensure consistent caching results, queries for an object
must be routed to the same switch pipeline that stores the
cached copy of the object. NetCache [13] addresses this
challenge by storing object caches in the egress pipeline.
It leverages the fact that storage requests are destined to
the storage server that holds the object (and the mapping
is assumed to be stable), so an object, regardless of which
ingress port the packet arrives at, is always mapped to the
same egress port (and therefore the same egress pipeline). In-
network caching, therefore, can function properly on multi-
pipeline switches.

2) Distributed Coordination: Many distributed systems re-
quire explicit coordination to provide consistency guarantees:
replicated state machines use coordination to ensure the system
to behave as a single, correct machine; distributed transactional
systems employ concurrency control and distributed commit-
ment to enforce serializable execution of transactions; dis-
tributed storage systems use coordination to provide coherence
among the cached and replicated object copies. However, ex-
cessive coordination among servers introduces high overhead,
adding latency penalties and limiting the system’s throughput
and scalability. A recent line of work attempts to reduce
or even eliminate distributed coordination by co-designing
distributed systems with programmable switches [11], [14],
[171, [23], [49], [50].

NOPaxos [23] and Eris [11] propose new multicast primi-
tives with strong ordering properties to facilitate state machine
replication and distributed transactional protocols. By provid-
ing ordered message delivery guarantees, these new network
primitives eliminate distributed coordination in application-
level protocols while still enforce linearizability (for state
machine replication) and strict serializability (for distributed

4In fact, in such case, the pipeline architecture-agnostic DDoS detection
application would falsely report many legitimate DNS responses as attacks
since there are no counts for the corresponding requests at the same pipeline.

transactions). To efficiently realize ordered multicast, both sys-
tems implement in-network sequencing mechanisms: groups
of sequence numbers are maintained on a single programmal-
ble switch; each multicast packet going through the switch
is stamped with the appropriate sequence numbers. Unfortu-
nately, the in-network sequencing approach does not work on
multi-pipeline switches. Sequence numbers cannot be stored
in the ingress pipelines as multicast packets may arrive at
any ingress port; neither can they be maintained in the egress
pipelines since a multicast packet may be replicated to multiple
egress ports, while the primitive requires all copies of the
packet contain the same sequence numbers.

Instead of co-designing network primitives with distributed
protocols running on servers, NetChain proposes to implement
a replicated key-value store completely in the switch data
plane. It uses chain replication across multiple switches to
provide strong consistency and fault tolerance while allowing
client queries to finish in sub-RTT latency. Similar to the
NetCache design, NetChain maintains the key-value store
in the egress pipelines. Queries and updates to a key are
consistently routed to the same egress pipeline, making multi-
pipeline switches to function correctly. The same approach
is applied to NetLock [49], a centralized lock manager that
processes lock requests in the switch data plane. In NetLock,
the lock tables are also maintained in the egress pipelines
which connect to the corresponding lock servers, ensuring
consistent lock request processing.

Many distributed storage systems replicate popular objects
on multiple storage servers to improve load balancing of the
system. However, it is a challenging task to maintain coherence
among the multiple copies, and these systems either introduce
expensive coordination protocols, or forgo consistency alto-
gether. Pegasus [14] is a new distributed storage architecture
that addresses this trade-off by implementing a coherence
directory in the switch data plane. Leveraging the fact that
the switch serves as a central point of the system, Pegasus
routes queries to servers with the most up-to-date copy to
ensure linearizability, and uses server replies to update the
coherence directory, avoiding expensive invalidation traffic.
Unfortunately, Pegasus’ approach fails to work on a multi-
pipeline switch. In Pegasus, requests and replies for a par-
ticular object need to access the same coherence directory
entry on the switch. However, the ingress and the egress
pipelines processing a request may be completely disjoint from
those processing the corresponding reply. Implementing the
coherence directory in neither ingress nor egress would offer
a consistent view of the coherence directory.

3) Distributed Machine Learning Training: Nodes involved
in distributed machine learning training requires significant
communication overhead with the central parameter server in
order to exchange and aggregate the training weights. The
sheer volume of data needed to be exchanged continuously
present a bottleneck to distributed machine learning perfor-
mance.

To address this, the authors at [12] propose SwitchML,
an approach to accelerate distributed machine learning by



performing in-network aggregation using programmable com-
modity switches. As machine learning models are large in
size (in magnitudes of hundreds of Megabytes) and cannot
fit within the memory of the switching ASICs (only a few
Megabytes are available), therefore, aggregation of model
weights are done in per-packet streaming fashion. Upon re-
ceiving all the updates from each worker, the switch outputs
the results with the aggregated weights for each worker via
multicast.

It is not hard to observe that all the workers must be
connected to the same pipeline to perform aggregation on
all the weight update packets received, since the aggregated
weights are maintained in the SRAM within the pipeline.
This presents a constraint for SwitchML to operate on multi-
pipeline switches, limiting its scalability. In §V-A2, we discuss
the approach suggested by the authors to overcome this issue
and scale beyond multiple pipelines and racks.

V. POSSIBLE WORKAROUNDS

In this section, we outline and discuss potential workarounds
that can be applied to existing approaches in multi-pipeline
switch scenarios. For clarity, we use the TCP conntrack
example discussed in (§1II) to reason about these workarounds.

A. Topology-specific Optimizations

1) Wiring Nodes to the Same Pipeline: A straightforward
trick is to design the network topology carefully by taking the
ASIC’s pipeline-to-port mapping into consideration [18]. For
instance, in the case of Fig. 2, as long as Host A and Host
B are connected to the same pipeline as the Server, the TCP
conntrack application works as expected. This ensures that
traffic will never “crossover” to other pipelines and all states
are maintained at the same place. This effectively treats multi-
pipeline switches as multiple single-pipeline switch instances.

However, this approach is bounded by the number of avail-
able ports (typically 16 [18]) mapped to a particular pipeline.
Consider hyper-scale data center settings where programmable
commodity switches are favored for deploying custom solu-
tions, the number of servers per rack can easily exceed the
number of ports available per pipeline on the top of the rack
switch. This complicates the applications that are designed to
co-exist with the top of the rack switch, such as caching [13]
or coherence directories [14] which were designed to treat the
whole rack of servers under a single entity and function as the
common caching layer.

2) Hierarchical Composition: To scale across multiple
racks, [12] suggests hierarchical composition of multiple
switches, e.g., by combining functionalities on the top of
the rack switch and the aggregation switches. For instance,
a switch having four pipelines is treated as four disjoint
individual switches. For all four “switches”, they are indi-
vidually connected to a few common upstream aggregation
switches. Instead of responding to the distributed training
workers immediately after computing the aggregates within
the respective pipelines, the aggregated weights are forwarded
to the upstream switch to perform further aggregation of
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Fig. 3: Hierarchical composition with two switches.

weights for all the pipelines. Alternatively, the responsibility
of performing weight aggregation can also be assigned to the
top-level switches only.

Following this line of thought, we adapt the TCP
conntrack example with hierarchical composition as shown
in Fig. 3, with a two-level hierarchy consisting of two
switches, SO and S1, with S1 being the upstream switch
connected to the Server. For this case, pipeline 0 in S1 keeps
track of all the TCP SYNs forwarded from the downstream
switch, S0. While hierarchy composition presents a plausible
method, if there are multiple downstream switches connected
to S1 thru pipeline 1, then the same problem about states
distributed across pipelines (discussed in §III) resurfaces.

Besides, this approach also incurs additional routing and
control complexities to the deployment. To maintain high
availability and fault tolerance, downstream switches are
typically wired to more than one upstream switches. Also,
network traffic are usually load-balanced. Hence, to ensure
that hierarchical composition works, it has to be ensured
that a particular traffic always reaches exits and enters the
same upstream switch. Otherwise, this approach would not be
feasible.

B. Packet Recirculation

1) Redirecting Traffic Across Pipelines: Another possible
solution would be to redirect traffic to the pipeline, which
contains the relevant states, as suggested in [24], [25]. Take
the TCP connt rack example in Fig. 2, specifically for Host
B’s case, the workaround would be to recirculate (or in other
words, re-inject) all the returning traffic from pipeline 0 to
pipeline 1. This way, the returning traffic from the Server
can then be inspected by the bloom filter in pipeline 1 which
contains the preceding connection state, and then forwarded
to Host B.

This method presents two down-sides. First, the data plane
program would have to handle additional routing complexity



in order to correctly recirculate the corresponding traffic to
their intended pipelines containing the preceding states (i.e.,
pipeline 0 needs to contain table entries for hosts that are
located in pipeline 1 to know which traffic needs to be recircu-
lated). Second, as the recirculated traffic are being processed
more than once by the ASIC, this ultimately penalizes the
available backplane capacity.

Depending on the application, the amount of traffic
that needs to be recirculated varies. For instance, in TCP
conntrack, all subsequent traffic from the external network
must be redirected in order to be inspected, and therefore,
effectively halving the available packet processing capacity.
On the other hand, for an amplification attack defense mech-
anisms [8], [9] as discussed in §IV-A3, only a small subset
of packets are affected, i.e., only the requests and responses
need to be redirected.

2) Replicating States Across Pipelines: Instead of redirect-
ing traffic to the pipeline for which the states are, one can
choose to replicate the states by mirroring (and recirculating)
the corresponding packets to the other pipelines to update the
states. Again, referring to the example in Fig. 2, whenever the
Host B’s TCP SYN packet is received, a copy of the TCP
SYN packet is made, tagged with a custom header used for
identification, then forward to the pipeline 1 for the state to
be recorded. Subsequent returning traffic can then be inspected
within pipeline 0 locally instead of needing to be recirculate
it to pipeline 1 as discussed in §V-B1.

Similar to §V-B1, this technique involves additional routing
complexities in the data plane program. In addition, this
technique is only applicable for applications which rely on data
structures for which operations are commutative, i.e., bloom
filters, sketches. The case does not hold for hash tables as hash
collisions result in destructive overwriting of states.

However, for applications demanding strong-consistency
guarantees [11], [14], [23], this technique is not a viable
option. As the replicated packets may arrive in the other
pipelines in different order and timings, linearizability of
operations cannot be guaranteed.

C. “Return” of the Control Plane

Apart from performing all the operations in the data plane
only, relying on the control plane, still, presents itself as a
viable option. For TCP conntrack example, whenever a
TCP SYN packet is seen, it is reported to the control plane.
As a response to that, the control plane updates the bloom
filters for all pipelines’ and thus maintaining synchronized
states across the ASIC.

Undeniably, the involvement of the control plane inevitably
introduces additional latency; as noted in [15], it could be
up to the scale of several seconds. While this potentially goes
against the aim of reducing overall control latency via entirely
in-network approaches, we argue that this is an inevitable
trade-off and sacrifice that has to be made, while keeping the
communication overhead between the control plane bounded.

5 Alternatively, the control plane can install forwarding rules in the match-
action tables of the switch instead of modifying the stateful data structures.

With that in mind, the control plane should mainly play
a passive role, and only reacts whenever there is a need to
do so [16]. As another example, consider the amplification
attack defense mechanism discussed in §IV-A3, the switch
keeps track of the requests and responses, optimizations can be
done in which the switch maintains the counts of the requests
and responses in their respective pipelines. The control plane
is only notified in the event of the tracked counts in the data
plane exceed a certain threshold.

VI. CONCLUDING REMARKS

In this paper, we discuss the consequences of the multi-
pipeline property of today’s commodity programmable switch-
ing ASICs. By using the ubiquitous TCP conntrack as
an example, we illustrate how and why stateful applications
can easily misbehave on multi-pipeline switches. Then, we
highlight that most in-network applications when deployed on
multi-pipeline switches, cannot function as desired; therefore,
limiting their practicality in actual deployment. Lastly, we
present several potential workarounds that can be applied to
some of the affected in-network applications; we also discuss
the inevitable trade-offs they would impose on the overall
network performance.

While the prospects of having in-network applications to
operate entirely in the data plane presents promising gains, the
issues highlighted in this paper inevitably presents a setback.
To the best of our knowledge, there exists no universal solution
to realize stateful applications entirely in multi-pipeline data
planes. To that end, we raise the following questions:

Does an algorithm that synchronize pipeline states entirely
in the data plane exists? Aside from the workarounds outlined,
are there any more efficient ways to synchronize data plane
states entirely in the data plane? If possible, what is the
consistency guarantee that such approach can provide?

What should be the proper language constructs and seman-
tics for multi-pipeline architectures? Current domain specific
languages, such as P4 [21] and NPL [22], are designed to
be target independent and are pipeline-agnostic. Should an
extended language with pipeline awareness be developed? If
so, what are the necessary constructs and proper semantics for
stateful packet processing?

Can alternative hardware designs that provide coherent
memory regions across pipelines be possible? The issue with
multi pipeline switches stem from their disjoint nature. If there
exists shared memory across pipelines, developing stateful
applications that operate across multiple pipelines would be
trivial. Is it expected that upcoming switch architectures (e.g.,
dRMT [51]) will address this issue? Is it feasible to develop
an alternative hardware design that can provide some coherent
and shared memory across pipelines?
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