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Abstract

Technical products are often shipped with voluminous documentations. As to complex software products, machine-readable manuals are provided in most cases in addition to the printed version of a documentation. Although electronically stored text has many advantages in contrast to the traditional medium "paper", the question arises how to manage the text of an online documentation. If the fact is taken into consideration that a documentation contains a great number of cross references that make the user aware of the interdependencies in the text, the application of a hypertext system seems suitable for making the knowledge included in the documentation accessible. Hypertext systems manage text in a non-linear fashion, i.e. in pieces of knowledge interconnected by logical links. However, an enormous manual and intellectual effort is necessary so far to convert already existing texts for a hypertext system. These considerations led to the development of a new hypertext system called "HyperMan". It has — in addition to the usual parts of such a system — a special component that is able to recognize dependencies and relations in a given linear text (or in a collection of linear texts of the same field), thus making the given material useful for a hypertext system. In this paper, we describe how the special component works. Details of the node generation process are explained and a link generating method based on information retrieval techniques will be proposed.

1 Introduction

When an author writes a technical text, he tries to put down his knowledge about a complex field. Although modern text processing systems facilitate this work, he has to deal with the problem of how he should arrange his ideas and thoughts in a certain fixed order. With the exception of figures, formulas and tables the result of his work is a one-dimensional, sequential presentation of his expert knowledge in the format of a long character string. Even if an author incorporates cross reference links, a reader of his document has to reconstruct many interdependencies between related terms and related pieces of text.
natively, several of these information units can be assembled to form a node. According to our experience, a static node generation is sufficient for most applications, i.e. the node generation takes place only once and nodes are not later changed.

An essential question for the decomposition of a linear text is, how the given text is organized from a logical point of view. Documentations, which do not serve as reference books exclusively, but which are also created for sequential reading, often possess a hierarchical structure mainly formed by chapters and sections. Sections themselves can, of course, consist of smaller units. In order to be able to process a linear text, the node generation module needs to know details about the text's structure. As a simple example, we will consider the decomposition of the text shown in figure 2. The text is taken from [Tran90].

First, the text is processed by a scanner. The scanner distinguishes merely between text portions that can be used to identify the (logical) structure (like chapter and section headlines) and other text. During this analyzing process, the scanner simulates

```
1. Introduction
   -----------------

2. General Concepts
   -----------------
   2.1 Conventions for Syntax Notation
       -----------------------------

2.2 Data_Type
   -----------------

2.5 Literal
   -----------------
   2.5.1 IntegerLiteral
       ----------------------

2.5.2 NumericLiteral
       ----------------------
```

Figure 2: Example of a coherent, linear text (hierarchically organized)

a finite automaton described by regular expressions. Expressed in the syntax of the scanner generator "lex", these regular expressions look like the following:

```
dig [0-9]    P = ".
blk = "\n"    other = [^\n]    nl = \n
"(dig)+(p)(blk)+(other)+(nl)  (... return(CJAPiER,HEADLINE));
"(dig)+(p)(dig)+(blk)+(other)+(nl)  (... return(SECTION,HEADLINE));
"(dig)+(p)(dig)+(p)+(dig)+(blk)+(other)+(nl)  (... return(SUBSECTION,HEADLINE));
"{other}+(nl)  (... return(LINE));
```

Every time, when a regular expression is recognized in the input, a certain token is passed onto a parser (as an illustration see fig. 3). This parser processes the tokens delivered by the scanner by means of rules of a context-free grammar. These rules serve as a formal description of the document's structure. At the same time, procedures (actions) are executed that create nodes as well as links which represent the actual structure found. It is important to note that it is comparatively easy to adapt to other structures of other document types, because both the scanner and the parser are automatically generated from formal descriptions.

The structure description for the sample document (fig. 2) can be written down as (the actions to be performed are omitted for reasons of clearness):

```
% token CHAPTER,HEADLINE, SECTION,HEADLINE, SUBSECTION,HEADLINE, LINE

%%

document : chapter-sequence
  |
   chapter-sequence : text chapter-sequence
  |
   chapter : chapter-sequence chapter
  |
   chapter-content : text section-sequence
  |
   section-sequence : | section-sequence section
  |
   section : section-sequence section
  |
   section-content : text subsection-sequence
  |
   subsection-sequence : | subsection-sequence subsection
  |
   subsection : subsection-sequence subsection
  |
   subsection-content : text
```

499
Based on this description, hypertext nodes are formed by chapters, sections and subsections. More precisely, only units of the lowest level (subsections in the example above) are directly transformed into hypertext nodes by copying their full text into the nodes, while the text of subsections in sections or sections in chapters is excluded from nodes and can only be reached by hierarchical links. Through this procedure redundant text is avoided in the nodes. As a consequence, there will be small tables of contents with a depth of 1 in the nodes which contain a chapter or a section with substructures (see fig. 4, node (2.) and (2.5)).

In the implementation of the HyperMan system we have decided to represent “structure-describing” links by boxes around text. Links to subsections are represented by indented headlines, while the sequential links, i.e. links to the predecessor section and to the successor section of the same level (if there is one, otherwise to the section one level higher), are placed at the beginning or at the end of a node, respectively. An important feature of the sequential links is that they can help to reconstruct the original, linear sequence of the text, if necessary.

3 Generation of Hypertext Links

Hypertext links must be generated automatically in addition to hypertext nodes, if a linear text has to be transformed into hypertext. Hence, methods are presented in this chapter that show how the structure and the content of linear text can be utilized to create (additional) hypertext links. We will focus particularly on the automatic generation of links that express a relationship between two pieces of text. First of all, the concept “link” informally used so far will be defined.

3.1 Link Model

In the HyperMan system a link is defined as a reference from one text unit to another text unit. The two text units may originate from two different nodes as well as from a single node. A text unit can be any coherent piece of text of a node (even the node itself).

The piece of text a link originates from will be called “source”, while the one a link points at will be designated “destination”.

2Remember that “structure-describing” links have already been created during the node generation process.
3Note that a link is defined here as a unidirectional link. This has proven to be useful and reasonable, because an attribute of a link can clearly express in what way two pieces of text are related.
3.2 A Rough Classification of Link Generating Methods

Basically, links can be generated

1. during the node generation phase (statically),
2. after completion of the node generation process (statically),
3. during user sessions (dynamically).

It is reasonable to create only those links during the node generation phase that are closely related to the node generation process. These links are “structure-describing” links which reflect the original sequential and hierarchical structure of the given text. Because of the methods proposed in the previous chapter, they can be considered as a “by-product” of the node generation.

After the node generation has been completed, cross references explicitly occurring in the text can be made utilizable in the electronic hypertext environment. In addition to this, special link generating methods can create new links that express relationships between pieces of text.

During user sessions both new links can be learned and machine-generated, possibly uncertain links can be confirmed or rejected, respectively. In this way, the system can learn about the quality of links during user sessions. However, this topic is a part of our future work (see chapter 4, “Summary and Outlook”) and will not be discussed here in detail.

3.3 Static Link Generation after Completion of the Node Generation Phase

The fact that there are many different link types to be created for a hypertext document suggests that we try to classify them by formal aspects. Then, links of one category can be treated by a single method. In this context, it is helpful to distinguish between explicit and implicit link sources and link destinations.
A link source is called explicit, if an original text's text passage directly "invites" a reader to follow the corresponding reference, e.g. a footnote, a bibliographic reference or a reference starting with "see ...". Very often no natural text understanding is necessary to recognize this type of link source. In an analogous manner, an explicit link destination can be recognized by simple syntactic methods. As an example consider a proof of a theorem in a book about logic that is referred to from another theorem. The fact that all proofs are explicitly marked as proofs in the same way makes it easy to recognize them by means of simple pattern matching algorithms.

In contrast to this we want to call link sources and destinations implicit, if a certain amount of (expert) knowledge is necessary to investigate (implicit) dependencies in the text.

By means of these definitions, any reference in a document can be associated with one of the four categories in the following table:

<table>
<thead>
<tr>
<th>link source</th>
<th>link destination</th>
<th>explicit</th>
<th>implicit</th>
</tr>
</thead>
<tbody>
<tr>
<td>explicit</td>
<td>I</td>
<td>II</td>
<td></td>
</tr>
<tr>
<td>implicit</td>
<td>II</td>
<td>IV</td>
<td></td>
</tr>
</tbody>
</table>

References of category I obviously exist in an original document's text, but cannot be followed very quickly there. By means of methods implemented in the HyperMan system only the addresses of the sources and the destinations will have to be determined in order to make these links utilizable in the electronic hypertext environment. A user is then able to follow a link by a simple mouse click. In this respect, the ease of following a link increases. This type of link generation could also be called "link materialization", because new links are created based on existing cross references in a given linear text. Although this scheme seems to be quite simple, materialized links are of a great help, especially in online-documentations.

In the example

... see below

an explicit link source and an implicit link destination (category II) is present, because this piece of text invites the reader to follow the reference. The exact destination of the reference cannot be easily determined by a computer. A possible solution might be to apply the methods presented in section 3.4 of this paper. Category II links require, however, further research.

As an example for category III we consider the explanation for the term "identifier", that is explicitly marked as an explanation:

**Explanation 2.17 (identifier)**

An identifier is a sequence of letters (A-Z, a-z) and digits (0-9), where the first character is a letter.

In this case an explicit link destination is present, whereas every other occurrence of the word "identifier" can be considered as an implicit link source. A reader who does not know the exact meaning of the technical concept "identifier", may look up the corresponding explanation, but is not invited to do so. In the HyperMan system category III links can be automatically generated.

Implicit dependencies in the text that result from counter arguments, generalizations, restrictions, comprehensive explanations and the like that are not explicitly marked as such in the text, can be identified with category IV. In order to get on well without complex linguistic methods, we developed a method based on information retrieval techniques that generates "relationship links" between related text passages. The algorithm will be presented in the following.

### 3.4 Generation of "Relationship Links"

This section copes with the generation of relationship links which make the user aware of a relation between two pieces of text. These links can be particularly helpful for a user, if the displayed information does not provide a sufficient answer to his questions and if he requires additional, relevant material displayed for this reason. Although he could alternatively submit a search query, the possibility of following a relationship link is a much more efficient procedure (just a mouse click...!) and more convenient: The user does not have to learn a retrieval language and does not have to change his environment from the hypertext browser to a special information retrieval component.

To solve the task of generating relationship links, we look for the most similar pieces of text. In order to be able to make any statements about the similarity of two pieces of text, it is necessary to use an algorithm that produces a numerical similarity value. This algorithm does not have to "understand" the content of the two pieces of text, because useful results can be achieved by applying well developed information retrieval techniques.

If single words and noun phrases\(^4\) of two pieces of text are considered as operational units, three preprocessing steps make a comparison much more reliable, independent of the matter, how the comparison is finally executed:

1. Filtering by means of a negative list
2. Term reduction
3. Weighting of the remaining terms.

In the following three sections we will discuss how these preprocessing steps can look in detail. It is clear that methods of text filtering, term reduction, application of thesauri and term weighting have been applied in information retrieval environments for the automatic indexing process for at least 25 years.

\(^4\)Noun phrases are automatically detected in our system. We use an algorithm based on word frequencies and linguistic heuristics. Details can be found in [Sarr91].
It is new, however, to use these and modified techniques for the automatic generation of hypertext links. The main reason why our approach leads to useful results is, that we are only trying to find related pieces of text within a restricted context, because the text passages under consideration always originate from the same documentation or document.

### 3.4.1 Negative List

Every piece of text written in natural language contains not only words useful to describe the content but also insignificant words (negative words). Some very frequent insignificant words in the English language are listed in Table 1.

In order to avoid a deceiving high similarity value, when two pieces of text are compared, it is absolutely necessary to remove negative words. A nice side effect of this removal is that the total processing time is decreased.

A decision has to be made whether the general negative list like the one shown in Table 1 should be adapted to the text under consideration. Because we will later be using a term weighting procedure, which assigns low weights to very frequent words, a general negative list presumably will do the job.

---

<table>
<thead>
<tr>
<th>a</th>
<th>do</th>
<th>must</th>
<th>there</th>
</tr>
</thead>
<tbody>
<tr>
<td>able</td>
<td>does</td>
<td>never</td>
<td>these</td>
</tr>
<tr>
<td>about</td>
<td>down</td>
<td>next</td>
<td>they</td>
</tr>
<tr>
<td>above</td>
<td>each</td>
<td>no</td>
<td>this</td>
</tr>
<tr>
<td>after</td>
<td>either</td>
<td>none</td>
<td>those</td>
</tr>
<tr>
<td>again</td>
<td>etc</td>
<td>not</td>
<td>three</td>
</tr>
<tr>
<td>all</td>
<td>even</td>
<td>of</td>
<td>through</td>
</tr>
<tr>
<td>almost</td>
<td>every</td>
<td>off</td>
<td>to</td>
</tr>
<tr>
<td>alone</td>
<td>except</td>
<td>often</td>
<td>together</td>
</tr>
<tr>
<td>along</td>
<td>few</td>
<td>on</td>
<td>too</td>
</tr>
<tr>
<td>already</td>
<td>first</td>
<td>once</td>
<td>two</td>
</tr>
<tr>
<td>also</td>
<td>for</td>
<td>one</td>
<td>under</td>
</tr>
<tr>
<td>although</td>
<td>four</td>
<td>only</td>
<td>unless</td>
</tr>
<tr>
<td>always</td>
<td>from</td>
<td>onto</td>
<td>until</td>
</tr>
<tr>
<td>as</td>
<td>had</td>
<td>or</td>
<td>up</td>
</tr>
<tr>
<td>and</td>
<td>has</td>
<td>other</td>
<td>very</td>
</tr>
<tr>
<td>another</td>
<td>have</td>
<td>others</td>
<td>was</td>
</tr>
<tr>
<td>any</td>
<td>here</td>
<td>otherwise</td>
<td>well</td>
</tr>
<tr>
<td>are</td>
<td>how</td>
<td>out</td>
<td>were</td>
</tr>
<tr>
<td>around</td>
<td>however</td>
<td>over</td>
<td>what</td>
</tr>
<tr>
<td>as</td>
<td>if</td>
<td>rather</td>
<td>when</td>
</tr>
<tr>
<td>at</td>
<td>in</td>
<td>right</td>
<td>where</td>
</tr>
<tr>
<td>be</td>
<td>instead</td>
<td>same</td>
<td>whereas</td>
</tr>
<tr>
<td>because</td>
<td>into</td>
<td>second</td>
<td>which</td>
</tr>
<tr>
<td>been</td>
<td>is</td>
<td>should</td>
<td>white</td>
</tr>
<tr>
<td>before</td>
<td>it</td>
<td>since</td>
<td>whose</td>
</tr>
<tr>
<td>being</td>
<td>its</td>
<td>so</td>
<td>why</td>
</tr>
<tr>
<td>below</td>
<td>just</td>
<td>some</td>
<td>will</td>
</tr>
<tr>
<td>between</td>
<td>last</td>
<td>sometimes</td>
<td>with</td>
</tr>
<tr>
<td>both</td>
<td>left</td>
<td>still</td>
<td>within</td>
</tr>
<tr>
<td>but</td>
<td>like</td>
<td>each</td>
<td>without</td>
</tr>
<tr>
<td>by</td>
<td>many</td>
<td>than</td>
<td>would</td>
</tr>
<tr>
<td>can</td>
<td>may</td>
<td>that</td>
<td>yes</td>
</tr>
<tr>
<td>cannot</td>
<td>might</td>
<td>the</td>
<td>you</td>
</tr>
<tr>
<td>case</td>
<td>more</td>
<td>their</td>
<td>you</td>
</tr>
<tr>
<td>could</td>
<td>most</td>
<td>them</td>
<td></td>
</tr>
<tr>
<td>did</td>
<td>much</td>
<td>then</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Frequent words in the English language

---

### 3.4.2 Term Reduction

After a negative list has been applied, single words and multi-word noun phrases of the same stem have to be reduced to a common word form. It is not necessary for link generation purposes to reduce terms to their exact linguistic word stems, because the reduced terms are an intermediate result not shown to the user. Since the basic aim of the term reduction process is to identify inflected forms belonging to one another, the common word form must not be the correct linguistic word stem, but could be any unique string or even a unique number.

In the HyperMan system, we implemented a simple term reduction method, which produces useful word forms in more than 99% of the cases. Exceptions not treated correctly by the algorithm do not matter much, first because they occur too rarely in a text to have an influence on the links generated later on, and second because the links generated can be assessed by users later on and can be removed from the hypertext base, if they are not valid.

Our method repeatedly applies the rules shown in Table 2 to a given word (or a multi-word phrase). The algorithm stops, if no rule can be applied or if the word form doesn't change any more. A minimum word length is necessary to avoid overstemming.

### 3.4.3 Automatic Weighting of Terms

Because the terms of a text have different relevance with regard to their ability to describe the content of a text, it is necessary to assign weights. Methods of term weighting are usually based on term frequency observations [Sal83].

A term with a high weight should

1. be closely related to the text it originates from;
2. distinguish text fragments to which it is assigned from text fragments to which it is not assigned.

As a consequence, a "good" term should occur comparatively frequently in a small number of text fragments and should hardly occur in the rest of the texts.

In the HyperMan system we use a term weighting formula that considers the exact frequency distribution of a term in the text passage collection at hand. It is based on information theory deliberations, which will be published elsewhere:

$$\text{W}_{ki} = f_{ki} \cdot \left(\log_2 N - \sum_{i=1}^{N} \frac{f_{ki}}{F_k} \cdot \log_2 \frac{F_k}{f_{ki}}\right)$$

with

- \(W_{ki}\): Weight of term \(T_k\) in text passage \(D_i\)
- \(f_{ki}\): Occurrence frequency of term \(T_k\) in \(D_i\)
- \(N\): Total number of text passages at hand
- \(F_k\): Total occurrence frequency of term \(T_k\)
Table 2: Word stemming rules of a simple word reduction algorithm

Note that the first factor is exactly the term frequency in the text passage considered, while the second factor in brackets denotes the term specificity.

3.4.4 Similarity of Text Passages

The three preprocessing steps described so far are used to gain a characteristic set of (weighted) terms for each text passage. Now, all the sets can be compared in twos by a similarity function. A typical similarity function that works well is the normalizing cosine formula:

\[
Sim(D_p, D_q) = \frac{\sum_{k=1}^{T} (W_{kp} \cdot W_{kq})}{\sqrt{\sum_{k=1}^{T} W_{kp}^2} \cdot \sqrt{\sum_{k=1}^{T} W_{kq}^2}}
\]

By means of \( Sim \), a text passage / text passage similarity matrix can be computed.

3.4.5 Links to Related Text Passages

Proceeding from the similarity values computed, “relationship links” can be established in the next step. To achieve this, the \( N - 1 \) similarity values of every \( D_j \) (\( j = 1 \ldots N \)) are sorted in descending order. Then, the question arises how to reduce the possible \( N - 1 \) links for each text passage to a reasonable (small) number. As the choice of a similarity threshold strongly depends on the user community, we suggest to use the 5 best similarity scores for each piece of text to create the links. Therefore, a similarity threshold is not needed. Five relationship links are sufficient, because the user may not want to follow more than 5 alternative links in most cases.

In order to indicate, how “good” the links presumably are, marks from 1 – 5 are calculated based on the similarity scores. The links corresponding to the best 20 % scores are marked by a “1”, the next 20 % by a “2” and so on (see fig. 5).

3.5 Experimental Results

As an experiment relationship links (as well as other links of links) have been generated for a database documentation. The paper version of the text sample consists of 554 pages of text. The given text was divided up into 284 nodes by the node generation component described in chapter 2 of this paper. However, for the generation of relationship links we didn’t use these nodes, because they consist in their turn sometimes of several hundreds of lines of text. Instead, we used single text paragraphs as text units (total 2204).

A text paragraph seems to have the ideal size, because an idea is usually expressed in a paragraph and very rarely, for example, in a sentence. A complete node seems to be too large, because it might cope with various topics. The generation of relationship links might make no sense in this case.
B application might release locks earlier than d. Note that by default locks are held until the end of a transaction in order to guarantee full serializability.

3.6.1 Shortcomings of the Method Proposed

Although the first results obtained are encouraging, we clearly see some shortcomings, which have to be overcome in the future:

1. Thesaurus relations except inflected forms are not incorporated in the algorithm so far. However, it is not difficult to incorporate a thesaurus into the system, if it is available (e.g. for the computation of similarity values or for the enrichment of a user's search queries). We plan to generalize the word reduction algorithm.

2. The complexity of the scheme proposed is $O(N^2)$ ($N =$ number of pieces of text). Although this is not critical for a documentation of several hundred pages, for several thousand pages, it would be. For this reason, we are working on alternative algorithms of $O(N)$. A feasible method might be to determine the three best terms of every piece of text. Then, a query searches for text units containing at least two of these three terms to compute the similarity values in twos and to establish relationship links.

3. The method proposed does not take into consideration whether a term occurs in a headline, in a definition or in regular text. This can be remedied by assigning a higher weight to terms occurring in headlines, for example.

4 Summary and Outlook

Hypertext systems are useful tools for managing textual data. In many cases, it may be desirable to manage existing (linear) documents. However, a great manual and intellectual effort is necessary so far to create hypertext nodes and hypertext links, if the hypertext structure is not generated automatically. This has led to the development of a hypertext system designated "HyperMan" which provides tools for creating the desired hypertext structure very quickly. The node generation is based on a formal description of the linear text to be converted. With regard to the generation of links two main categories of links have to be distinguished: explicit (visible) and implicit (hidden) links. While explicit links can be made useful in the electronic hypertext by calculating the links' physical addresses, implicit links can be established by finding related pieces of text. One possible method of doing this has been proposed in this paper.

In the future users of hypertext systems should be observed in order to gain additional information about possible links. If, for example, a user submits a search query and if he asks for the results offered (e.g. for printing, saving or editing), there is obviously a relationship between the selected nodes. This relationship could even be established as a "hyperlink", i.e. a link connecting not only two, but many nodes. Moreover, the system could learn about the quality of links: If a user gets a destination node displayed for a very short time, if he does not proceed from this node and if he does not copy the node into his interest list (a feature available in the HyperMan system to
collect relevant material while browsing the hypertext structure),
the link followed is obviously not relevant — at least for this user.
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