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Abstract

This paper addresses the problem of active
task selection which involves selecting the
most informative tasks for meta-learning. We
propose a novel active task selection criterion
based on the mutual information between la-
tent task vectors. Unfortunately, such a crite-
rion scales poorly in the number of candidate
tasks when optimized. To resolve this issue,
we exploit the submodularity property of our
new criterion for devising the first active task
selection algorithm for meta-learning with a
near-optimal performance guarantee. To fur-
ther improve our efficiency, we propose an
online variant of the Stein variational gradi-
ent descent to perform fast belief updates of
the meta-parameters via maintaining a set
of forward (and backward) particles when
learning (or unlearning) from each selected
task. We empirically demonstrate the per-
formance of our proposed algorithm on real-
world datasets.

1 Introduction

Meta-learning (also known as few-shot learning) ex-
ploits the experience from previous tasks to form
a model (represented by meta-parameters) that can
rapidly adapt to a new task with its few-shot data.
Though meta-training requires only a few data points
from each task, these tasks have to be representative of
the distribution of meta-test tasks (Luna and Leonetti,
2020) in order to attain strong generalization perfor-
mance for any meta-test task. To achieve this, one can
naively consider acquiring (the data associated with)
a massive number of tasks like that in various bench-

Proceedings of the 25th International Conference on Artifi-
cial Intelligence and Statistics (AISTATS) 2022, Valencia,
Spain. PMLR: Volume 151. Copyright 2022 by the au-
thor(s).

mark datasets, which in practice is prohibitively costly
in time and money (e.g., due to manual labeling or
data anonymization effort). Given a limited budget
of k tasks to be acquired, one can simply select them
randomly, but this often leads to a sub-optimal meta-
test performance (Liu et al., 2020). This motivates the
problem of active task selection which involves selecting
a subset of k most informative tasks from a finite yet
large collection of candidate tasks for meta-training.
These informative tasks are expected to be most repre-
sentative of the distribution of meta-test tasks among
any other k tasks and hence allow meta-training to
generalize best to any meta-test task.1

To address the active task selection problem, we start
by choosing a probabilistic meta-learning framework
for grounding our active task selection criterion based
on information theory. From the existing works on
probabilistic meta-learning (Chen et al., 2021; Finn
et al., 2018; Nguyen et al., 2021a; Rusu et al., 2019;
Yoon et al., 2018), we choose the implicit process-based
meta-learning (IPML) framework (Chen et al., 2021)
(Sec. 2) that explicitly represents each task as a contin-
uous latent vector and models its probabilistic belief
within the highly expressive implicit process (IP) frame-
work (Ma et al., 2019). Representing each task as a
latent task vector has a distinct advantage in that the
dimension of the representation does not increase with
the number of data points in a task, hence allowing
active task selection criteria based on mutual informa-
tion or entropy to be computed efficiently (Sec. 3.2).
We then propose a novel active task selection criterion
based on the mutual information between latent task
vectors (MILT) to quantify the informativeness of any
subset of tasks. Unfortunately, the MILT criterion
scales poorly in the number of candidate tasks when
optimized. To resolve this issue, we exploit the submod-
ularity property of the MILT criterion for devising the
first active task selection algorithm for meta-learning
with a near-optimal performance guarantee (Sec. 3).

Our active task selection algorithm requires frequent

1Note that the motivation of active task selection is not
to meta-learn faster in terms of wall-clock time.
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belief updates of the meta-parameters, which can be
computationally expensive. To further improve our
efficiency, we design a forward-backward method based
on our online variant of the Stein variational gradient
descent (SVGD) (Liu and Wang, 2016) to perform fast
belief updates such that a set of forward (and backward)
particles is maintained and updated by learning (or
unlearning) from each selected task (Sec. 4).

Our contributions are summarized as follows: (a) We
propose the first active task selection algorithm for
meta-learning with a near-optimal performance guaran-
tee (Sec. 3); (b) We design a forward-backward method
based on our online variant of SVGD to improve the
efficiency of our algorithm (Sec. 4); (c) Empirical eval-
uation on several benchmark datasets demonstrate the
state-of-the-art performance of our algorithm (Sec. 5).

2 Background and Notations

Among the existing probabilistic meta-learning frame-
works (Chen et al., 2021; Finn et al., 2018; Nguyen
et al., 2021a; Yoon et al., 2018), we adopt that of Chen
et al. (2021) which explicit represents each task as a con-
tinuous latent vector and models its probabilistic belief.
Following that of Chen et al. (2021), the inputs (out-
puts) for all candidate tasks are assumed to belong to
the same input (output) space. Consider meta-learning
on probabilistic regression tasks:2 Each candidate task
is assumed to be generated from a task distribution and
associated with a dataset (X,Y = y) where X is a set
of known/fixed input vectors,3 Y , (yx)>x∈X denotes
a vector of the corresponding noisy outputs (random
variables): yx , f(x) + ε(x), which are outputs of an
unknown function f corrupted by an i.i.d. Gaussian
noise ε(x) ∼ N (0, σ2) with variance σ2, and the vector
y denotes a realization of Y. Let f be distributed by
an implicit process (IP) (Ma et al., 2019), as follows:

Definition 1 (Implicit process (IP)). Let the col-
lection of random variables f(·) denote an IP de-
fined by meta-parameters (random variables) Θ: Ev-
ery finite collection {f(x)}x∈X has a joint prior belief
p(f , (f(x))>x∈X) implicitly defined as:

Z ∼ P (Z = z) = p(z), f(x) , gΘ(x,Z) (1)

for all x ∈ X where every latent task vector Z = z
(representing a task) is drawn from the prior belief
p(z) , N (0, I), and generator gΘ can be an arbitrary
model (in our work here, a deep neural network (DNN))
parameterized by meta-parameters Θ.

2We defer the discussion of meta-learning on proba-
bilistic classification tasks using the robust-max likelihood
(Hernández-Lobato et al., 2011) to Appendix A.

3From now on, for terms conditioned on the known/fixed
inputs, we omit the inputs to ease notations.

Let the meta-parameters (random variables) Θ follow a
prior belief P (Θ = θ) = p(θ). The goal of meta-learning
is to infer the posterior belief P (Θ|Y = y) of meta-
parameters Θ. In contrast to the work of Chen et al.
(2021) which adopts a point estimate of Θ, we consider
a Bayesian treatment of the meta-parameters, which
is empirically shown to improve performance (Sec. 5).
Using p(y|f) = N (f , σ2I) and the IP prior belief p(f)
from Def. 1, the marginal likelihood P (Y = y) can be
derived by marginalizing out f . Following that of Chen
et al. (2021), the coupling of Z with the IP model
is by masking the last DNN layer’s parameters (i.e.,
point-wise product) with Z during forward propagation
(Fig. 1c).

Notations. Let T denote a finite collection of can-
didate tasks. For each candidate task t ∈ T , we con-
sider a split of its dataset (Xt,Yt = yt) into a small
sample dataset4 (Xs

t ,Yst = yst ) known a priori and
a large remaining dataset (Xr

t ,Yrt = yrt ) to be ac-
quired/observed only after this task is selected by an
active task selection algorithm. So, Xt = Xs

t ∪Xr
t and

Xs
t ∩ Xr

t = ∅. Such a split is similar to the support-
query split of a meta-training task (Finn et al., 2018;
Gordon et al., 2019; Ravi and Beatson, 2018; Yoon
et al., 2018), albeit serving a different aim of active
task selection here. For a subset A ⊆ T of tasks, let
YrA , (Yrt )t∈A and yrA , (yrt )t∈A denote a realization
of YrA. Similarly, let ZA , (Zt)t∈A concatenate the
latent task vectors representing the tasks in A. Let
A ∪ t denote the union of A and {t}.

3 Active Task Selection

Problem Definition. Given a finite collection T of
candidate tasks with small, a priori known sample
datasets (Xs

t ,y
s
t ) for all t ∈ T (Sec. 2),5 the problem of

active task selection is about selecting a subset A ⊆ T
of most informative tasks subject to a budget of |A| =
k tasks. After selecting A, the remaining datasets
(Xr

t ,y
r
t ) for all tasks t ∈ A are acquired/observed for

meta-training.

Note that in this work, we assume the candidate tasks
are fixed prior to our selection. So, we are not al-
lowed to generate our own tasks by selecting classes
for meta-learning of classification tasks, like in (Liu
et al., 2020). Also, we do not assume the availability
of any contextual information (e.g., hyperparameters
generating task data) on the tasks, like in (Kaddour
et al., 2020). Our only assumption is the availability
of known sample datasets for each task, which is real-

4For N -way K-shot classification problems, the sample
dataset has K data points per class and N classes.

5From now on, for terms conditioned on the a priori
known sample datasets, we omit them to ease notations.
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istic and easy to achieve in practice. An example of
our problem setting is when a meta-learner wants to
purchase data from decentralized data marketplaces.
These decentralized data marketplaces enable a se-
cure data exchange between the participants. Powered
by blockchain, they can maintain the anonymity of
their participants which is why they are often used
for the trading of personal data. They usually of-
fer a period of free subscription such that the sample
datasets can be easily acquired. In reality, such a
decentralized data marketplace can be found in estab-
lished data sharing platforms like Streamr Marketplace
(https://streamr.network/marketplace) which of-
fers data like real-time finance market data, and HIT
Foundation (Eberhard and Paul, 2019) which offers
healthcare data like radiology image data.

Meta-Learning Algorithms used after Active
Task Selection. Given the selected A, in principle,
we are free to use any meta-learning algorithms to ob-
tain a final model, including probabilistic (Finn et al.,
2018; Nguyen et al., 2021a; Yoon et al., 2018) or non-
probabilistic (Finn et al., 2017) methods. We ground
our active task selection criterion on IP. Probabilistic
meta-learning of IP can be defined as the inference of
meta-parameters Θ and the work of Chen et al. (2021)
has used an expectation maximization (EM) algorithm
to perform meta-training such that the E step carries
out the IP inference of Z while the M step optimizes
Θ. Since our focus is on active task selection instead
of deriving a meta-learning algorithm, a detailed dis-
cussion of the meta-learning algorithms used in this
paper can be found in Appendix C. Fig. 1 shows the
graphical models of the IP for task selection as well as
meta-learning.

3.1 MILT Criterion

To quantify the informativeness of a subset A of tasks,
our proposed active task selection criterion measures
its reduction in uncertainty/entropy of the latent task
vectors ZT\A representing the other candidate tasks in
T \A or, equivalently, its information gain I(ZA;ZT\A)
on them. We use the prior entropy H(ZT\A) and poste-
rior entropy H(ZT\A|ZA) to represent the uncertainty
of ZT\A before and after conditioning on ZA. Then,

I(ZA;ZT\A) , H(ZT\A)−H(ZT\A|ZA) , (2)

which we call the mutual information between latent
task vectors (MILT) criterion. For simplicity, we de-
fine the set function MILT(A) , I(ZA;ZT\A). The k
most informative candidate tasks thus correspond to
the subset A? ⊆ T with the largest information gain
MILT(A?) on ZT\A? :

A? , arg maxA⊆T,|A|=kMILT(A) . (3)

Unfortunately, the MILT criterion (2) scales poorly
in the number |T | of candidate tasks when optimized
in (3). In fact, solving (3) has been shown to be NP-
hard even when ZT follows a tractable multivariate
Gaussian distribution (Ko et al., 1995). Inspired by
the work of Krause et al. (2008), we will now present a
polynomial-time greedy algorithm that can exploit the
submodularity of MILT to guarantee a (1− 1/e)-factor
approximation of that achieved by A?:

Algorithm I (Near-optimal active task selection
(informal)). Start with an empty set A0 = ∅ of tasks.
In each round i = 1, . . . , k, greedily select the next task:

t?i , arg maxtMILT(Ai−1 ∪ t)−MILT(Ai−1) (4)

and update the set Ai = Ai−1 ∪ t?i = {t?1, . . . , t?i } of
selected tasks.

Theorem 1 (Near-optimal guarantee). Algo-
rithm I is guaranteed to select a set A of k tasks s.t.

MILT(A) ≥ (1− 1/e)(OPT− C0) (5)

where OPT , MILT(A?) and the constant C0 , H(Θ)
is the prior entropy of meta-parameters Θ.

Its proof is in Appendix D.1. Note that for a mono-
tonic submodular set function, a greedy algorithm can
be designed to guarantee a (1 − 1/e)-factor approxi-
mation of OPT (Krause and Golovin, 2014). Though
the MILT(·) function is submodular, it is not strictly
monotonic. Nevertheless, we can show that MILT(·)
is approximately monotonic up to a constant error of
C0, which suffices for the proof of Theorem 1. This
approximate monotonicity holds due to Zt,Zt′ ,∀t 6= t′

being mutually independent given meta-parameters Θ.

3.2 Advantages of MILT over other Active
Task Selection Criteria

For our active task selection problem, other criteria
can be considered. For example, A can be selected to
maximize the mutual information between remaining
datasets of tasks (MIRD) criterion I(YrA;YrT\A) ,
H(YrT\A)−H(YrT\A|YrA). In fact, we can also prove a
similar near-optimal performance guarantee for MIRD,
as shown in Appendix D.2. However, any criterion
involving probabilities conditioned on YrA tends to be
computationally challenging to evaluate: Suppose that
each task has a potentially large remaining dataset of
size R. Since the dimension of YrA is proportional to
R|A|, it becomes computationally challenging to com-
pute an accurate Monte Carlo estimation of MIRD.
So, it is not computationally feasible to evaluate the
MIRD criterion when R is large. In contrast, MILT
does not suffer from this curse of dimensionality since

https://streamr.network/marketplace
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Figure 1: Graphical model of implicit process for (a) meta-learning and (b) task selection. We omit the random
variable f(·) to simplify illustration since f(·) → Y is simply the addition of i.i.d. Gaussian noises. (c) DNN
generator gθ where θ , (θa, θb) and θa can be convolutions to obtain high-level representations of the input vector,
while θb is the last DNN layer’s parameters.

the dimension of a latent task vector Z in (1) does not
increase with R.6

As another example, A can be selected to maximize
the entropy of latent task vectors (ELT) criterion
H(ZA). However, directly maximizing ELT is NP-
hard even when ZT follows a tractable multivariate
Gaussian distribution (Ko et al., 1995). So, we usu-
ally resort to greedily selecting arg maxtH(Zt|ZAi−1

)
for i = 1, . . . , k, which has a comparable computa-
tional cost as Algo. I. It is well-known that although
the entropy criterion is submodular, it may not be
monotonic (Krause and Golovin, 2014). Hence, such
a greedy algorithm based on ELT does not enjoy the
near-optimal performance guarantee and often per-
forms sub-optimally (Krause et al., 2008).

The work of Chen et al. (2021) has proposed to greed-
ily select the next task with the maximum variance
of Zt: t?i = arg maxtVar(p(zt|θ,yst )) for i = 1, . . . , k.
However, doing so neglects the dependence of Zt on
ZAi−1

; it can be observed from the Fig. 1b that they
are dependent when Yst and YsAi−1

are both observed.
To correctly account for such a dependence, the fol-
lowing variance criterion should be considered instead:
t?i = arg maxtVar(Zt|ZAi−1) for i = 1, . . . , k, which
has a similar computational cost as the greedy algo-
rithm based on ELT, but does not have any perfor-
mance guarantee. A comparison of the above-discussed
active criteria are summarized in Table 1.

4 Efficient Evaluation of (4)

Let A , T \A. From (4),

MILT(Ai−1 ∪ t)−MILT(Ai−1)

= H(Zt|ZAi−1
)−H(Zt|ZAi−1∪t) .

(6)

6Such an advantage of latent task modeling motivates
us to use the IP framework (Def. 1).

In (6), the posterior entropy H(Zt|ZA) =

−EzA∼p(zA)

[∫
zt
p(zt|zA) log p(zt|zA) dzt

]
can be

approximated by Monte Carlo sampling from p(zA)
such that for each sample of zA, we compute

p(zt|zA) =

∫
θ

p(θ|zA,ysA)︸ ︷︷ ︸
particles (Sec. 4.1)

p(zt|θ,yst )︸ ︷︷ ︸
Gaussian (Sec. 4.2)

dθ .

(7)
From (7), the selection of A affects that of the next
task t through the common meta-parameters Θ in the
IP model, as shown in Fig. 1.

4.1 Variational Inference (VI) with Particle
Representation of Θ

In this subsection, we will describe the procedure to
obtain the approximation of p(θ|zA,ysA). We use a par-
ticle representation of Θ and a stochastic VI method
for particles called the Stein variational gradient de-
scent (SVGD) (Liu and Wang, 2016) to compute the
posterior belief of Θ. Applied in a previous Bayesian
meta-learning framework (Yoon et al., 2018), SVGD
combines the strengths of MCMC and variational infer-
ence and enjoys a similar time efficiency as stochastic
gradient descent. SVGD represents the belief of Θ with
a set {θm}Mm=1 of M particles.

Though p(θ|zA,ysA) in (7) cannot be evaluated in closed
form, it can be computed via SVGD: Its gradient
∇θ log p(θ|zA,ysA) = ∇θ log[p(ysA|θ, zA)p(θ)] is avail-
able given our neural network implementation of IP:
p(ysA|θ, zA) =

∏
t∈A p(y

s
t |fst = (gθ(x, zt))

>
x∈Xs

t
) where

gθ is a neural network parameterized by θ (Def. 1). We
perform SVGD on the observed tuples {zA, Xs

A,y
s
A}

by first initializing each particle as a sample from p(θ)7

and then, in each SVGD iteration, updating each par-

7Note that this is not strictly needed for SVGD to con-
verge.



Yizhou Chen, Shizhuo Zhang, Bryan Kian Hsiang Low

Table 1: Comparison of different active task selection criteria. The last column indicates the dimension of the
sample space of the Monte Carlo sampling step when evaluating the active task selection criterion.
Criterion Expression Submodular Approx. monotonic Near-optimal Sample space
MILT H(ZT\A)−H(ZT\A|ZA) X X X O(k)
MIRD H(YrT\A)−H(YrT\A|YrA) X X X O(Rk)

ELT H(ZA) X 7 7 O(k)
Variance Var(Zt|ZAi−1) for i = 1, . . . , k 7 7 7 O(k)

ticle θm as

θm ← θm +
η

M

∑
θ∈{θm}Mm=1

[
k(θ, θm)

×∇θ log p(θ|zA,ysA) +∇θk(θ, θm)
] (8)

where η is the step size and k(·, ·) is a radial basis
function kernel representing a repulsive force between
particles to prevent them from collapsing. We denote
the abstraction of the entire VI process (containing
multiple SVGD iterations till convergence) to obtain
p(θ|zA,ysA) as p(θ|zA,ysA) ← SVGDΘ(p(θ), {zA,ysA})
where the first input is the initialization of the particles
and the second input is the observed tuples. By setting
M = 1, we will recover the gradient descent method to
compute the point estimate of Θ.

4.2 VI with Gaussian Approximation of Z

To model p(zt|θ,yst ) in (7), we use VI with a Gaus-
sian approximation of the posterior belief which makes
use of the gradient on Z: For each particle θm, we
perform VI to obtain the mean and variance pa-
rameterization8 of a Gaussian distribution q(zt|θm)
by maximizing the evidence lower bound ELBOZ ,
Eq(zt|θm)[log p(yst |zt, θm)]−KL(q(zt|θm)‖p(zt)) where
KL stands for Kullback–Leibler divergence. As a re-
sult, p(zt|zA) will be a mixture of Gaussians (since
p(θ|zA,ysA) is a set of M particles), which allows us
to arrive at an easy approximation of the posterior en-
tropy and hence (6). We denote the whole VI process
as: p(zt|zA)← VIZ(p(θ|zA,ysA)).

4.3 Forward-Backward Method for
Efficiently Evaluating (6)

In this subsection, we will describe a forward-backward
method based on online SVGD to perform fast be-
lief updates of the meta-parameters, thus improv-
ing the efficiency in evaluating (6). When we pro-
ceed from round (i − 1) to i, we update the set
Ai = Ai−1 ∪ t?i of selected tasks. Then, p(θ|zAi

,ysAi
)

can be correspondingly updated from p(θ|zAi−1
,ysAi−1

)

by learning from the (sample dataset of) newly

8The mean and variance are optimized using gradient
descent via the reparametrization trick.

added task t?i in an online manner:9 p(θ|zAi
,ysAi

) ←
SVGDΘ(p(θ|zAi−1

,ysAi−1
), {zt?i ,yst?i }). To this end, we

only maintain a single set of particles and update it in
place. We refer to the particles in this set as forward
particles. Note that a significant advantage here is that
in practice, by learning only from the newly added
task, we need much fewer SVGD iterations (around
5) to converge to p(θ|zAi

,ysAi
) compared with naively

learning p(θ|zAi ,y
s
Ai

) from scratch (i.e., from p(θ)).

The same trick applies when we compute
H(Zt|ZAi−1∪t) in (6). Firstly, we obtain p(θ|zAi

,ys
Ai

)

which can be updated from p(θ|zAi−1
,ys
Ai−1

) by
unlearning from the task t?i . As shown in (Nguyen
et al., 2020), unlearning in the variational Bayes setting
can be cast exactly as a minimization of an evidence
upper bound (EUBO)10, which is also applicable to
SVGD, as stated below:

Proposition 1 (Online SVGD for unlearning).
Suppose that p(θ) is an uninformative prior (e.g.,
∇θ log p(θ) = 0). With {θm}Mm=1 initially sampled
from p(θ|zA,ysA), the SVGD operation for obtaining
p(θ|zA\t,ysA\t) (i.e., unlearning from a task t ∈ A) is

θm ← θm +
η

M

∑
θ∈{θm}Mm=1

[
− k(θ, θm)

×∇θ log p(θ|zt,yst ) +∇θk(θ, θm)
]
.

(9)

We denote such an unlearning process (contain-
ing multiple SVGD iterations till convergence) as
p(θ|zA\t,ysA\t)← SVGD−1

Θ (p(θ|zA,ysA), {zt,yst}).

Note that SVGD for unlearning (9) differs from that
for learning (8): The sign of the likelihood gradient
is reversed due to unlearning, while the sign of the
kernel gradient is not as it corresponds to a repul-
sive force term which remains the same in both Stein
operators of learning and unlearning. The proof of
Proposition 1 (Appendix D.4) is obtained by deriving
the Stein operator (Liu and Wang, 2016) for the mini-
mization of EUBO (i.e., unlearning). We make use of
the unlearning variant of online SVGD by maintaining
another set of backward particles, which is initialized

9A relevant proposition that formally describes this on-
line SVGD is provided in Appendix D.3.

10See Appendix D.4 for more details.
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Algorithm 1 Near-Optimal Active Task Selection based on MILT
1: Set A = ∅;
2: Initialize forward particles: p(θ|zA,ysA) = p(θ);
3: Initialize backward particles: p

(
θ|zA,ysA

)
= p(θ|zT ,ysT )← SVGDΘ (p(θ) , {zT ,ysT });

4: while |A| < k do
5: Sample zA ∼ p(zA), zA ∼ p(zA);
6: for t ∈ T \A do
7: Compute with forward particles: p(zt|zA)← VIZ(p(θ|zA,ysA));
8: With backward particles: p(zt|zA∪t)← VIZ

(
SVGD−1

Θ

(
p
(
θ|zA,ysA

)
, {zt,yst}

))
;

9: Estimate H(Zt|ZA)−H(Zt|ZA∪t);
10: end for
11: Select t? = arg maxtH(Zt|ZA)−H(Zt|ZA∪t);
12: Update forward particles: p(θ|zA∪t? ,ysA∪t?)← SVGDΘ (p(θ|zA,ysA) , {zt? ,yst?});
13: Update backward particles: p

(
θ|zA∪t? ,ysA∪t?

)
← SVGD−1

Θ

(
p
(
θ|zA,ysA

)
, {zt? ,yst?}

)
;

14: Update A = A ∪ t?;
15: end while
16: return A

as p(θ|zT ,ysT ). We then update it in place in every
round of task selection through unlearning from task
t?i . Note that unlearning from a single task needs
much fewer SVGD iterations (around 5) to converge to
p(θ|zAi

,ys
Ai

) compared with learning it from scratch
(i.e., from p(θ)). Unlearning can also be applied to ob-
tain p(θ|zAi∪t,y

s
Ai∪t) (i.e., for H(Zt|ZAi−1∪t) in (6))

such that p(θ|zAi∪t,y
s
Ai∪t) is obtained by unlearning

p(θ|zAi
,ys
Ai

) from task t.

Time complexity. Fig. 2 shows a computational
graph of evaluating (6). Algo. 1 describes a detailed
variant of our near-optimal active task selection algo-
rithm that utilizes the forward-backward method. We
show in Appendix B that its computational cost scales
linearly in |T |. A detailed variant of the algorithm that
uses the naive method (without the forward-backward
method) is included in Appendix B where we show that
its computational cost scales quadratically in |T |.

5 Experiments and Discussion

In this section, we will empirically compare the perfor-
mance of three active task selection criteria listed in
Table 1:11 (a) greedy algorithm based on MILT (4), (b)
greedy algorithm based on ELT (Sec. 3.2), (c) greedy
algorithm based on an improved variance criterion over
that of Chen et al. (2021) (Sec. 3.2), and also random
task selection using three benchmark datasets.12 We

11Note that the comparison does not include MIRD due
to its potentially high computational cost (Sec. 3.2). We
have also included a comparison with (Luna and Leonetti,
2020) in Appendix E.6.

12We use regression benchmark datasets as surrogate
examples of real-time data like finance market data, and

compute

compute

efficiently updated 
by learning from

compute

compute

efficiently computed 
by unlearning from 

efficiently updated by 
unlearning from    

Round Round

<latexit sha1_base64="btZRdVMQB4Jx1hdM/e3PpRIlJ1c=">AAACX3ichVFNSwMxEM1u1db6tepJvASLUA+WXanoseqlxwrWln5QsmnahmY/SGaFsu6f9KQH/4qYbRexreBA4M2beZnJixsKrsC2Pwwzt7G5lS9sF3d29/YPrMOjZxVEkrImDUQg2y5RTHCfNYGDYO1QMuK5grXc6UNab70wqXjgP8EsZH2PjH0+4pSApgaWrJd7HoEJJSLuJIMYktel/Ce50wlPkovL/wSBHpdusyrt0SjEoG8YWCW7Ys8DrwMnAyWURWNgvfWGAY085gMVRKmuY4fQj4kETgVLir1IsZDQKRmzroY+8Zjqx3NvEnyumSEeBVIfH/Cc/a2IiafUzHN1Z7qvWq2l5F+1bgSj237M/TAC5tPFoFEkMAQ4NRoPuWQUxEwDQiXXu2I6IZJQ0N9R1CY4q09eB52rinNdcWy7Un2slmr3mSUFdIrOUBk56AbVUB01UBNR9I6+jLxRMD7NnLlvWotW08g0x2gpzJNvaR66BQ==</latexit>

H(Zt|ZAi
)�H(Zt|ZAi[t)

<latexit sha1_base64="0csnCD/lFD/a9NYfhSPorpStKWo=">AAAB+HicbVBNT8JAEJ3iF+IX6tFLIzHx1LQGo0eiF4+YiBChku2ywIbttu5OSUjT3+HFg56MV3+KN/+NC/Sg4EsmeXlvJjPzglhwja77bRVWVtfWN4qbpa3tnd298v7BvY4SRVmDRiJSrYBoJrhkDeQoWCtWjISBYM1gdD31m2OmNI/kHU5i5odkIHmfU4JG8rGb8uwx7WgkKuuWK67jzmAvEy8nFchR75a/Or2IJiGTSAXRuu25MfopUcipYFmpk2gWEzoiA9Y2VJKQaT+dHZ3ZJ0bp2f1ImZJoz9TfEykJtZ6EgekMCQ71ojcV//PaCfYv/ZTLOEEm6XxRPxE2RvY0AbvHFaMoJoYQqri51aZDoghFk1PJhOAtvrxMHs4c79zxXNep3lYrtas8kiIcwTGcggcXUIMbqEMDKDzBM7zCmzW2Xqx362PeWrDymUP4A+vzB/5Lk3M=</latexit>

t?i

<latexit sha1_base64="0csnCD/lFD/a9NYfhSPorpStKWo=">AAAB+HicbVBNT8JAEJ3iF+IX6tFLIzHx1LQGo0eiF4+YiBChku2ywIbttu5OSUjT3+HFg56MV3+KN/+NC/Sg4EsmeXlvJjPzglhwja77bRVWVtfWN4qbpa3tnd298v7BvY4SRVmDRiJSrYBoJrhkDeQoWCtWjISBYM1gdD31m2OmNI/kHU5i5odkIHmfU4JG8rGb8uwx7WgkKuuWK67jzmAvEy8nFchR75a/Or2IJiGTSAXRuu25MfopUcipYFmpk2gWEzoiA9Y2VJKQaT+dHZ3ZJ0bp2f1ImZJoz9TfEykJtZ6EgekMCQ71ojcV//PaCfYv/ZTLOEEm6XxRPxE2RvY0AbvHFaMoJoYQqri51aZDoghFk1PJhOAtvrxMHs4c79zxXNep3lYrtas8kiIcwTGcggcXUIMbqEMDKDzBM7zCmzW2Xqx362PeWrDymUP4A+vzB/5Lk3M=</latexit>

t?i

<latexit sha1_base64="1arOVKi5LKhC7YNmtruSJdPzRw8=">AAAB7HicbVA9TwJBEJ3DL8Qv1NJmIzGxutwZjZZEG0tIRIhwIXvLHKzs7V1290wI4RfYWGhlbP1Bdv4bF7hCwZdM8vLeTGbmhang2njet1NYWV1b3yhulra2d3b3yvsH9zrJFMMGS0SiWiHVKLjEhuFGYCtVSONQYDMc3kz95hMqzRN5Z0YpBjHtSx5xRo2V6rxbrniuNwNZJn5OKpCj1i1/dXoJy2KUhgmqddv3UhOMqTKcCZyUOpnGlLIh7WPbUklj1MF4duiEnFilR6JE2ZKGzNTfE2Maaz2KQ9sZUzPQi95U/M9rZya6CsZcpplByeaLokwQk5Dp16THFTIjRpZQpri9lbABVZQZm03JhuAvvrxMHs5c/8L1Pc89r59Xqtd5JEU4gmM4BR8uoQq3UIMGMEB4hld4cx6dF+fd+Zi3Fpx85hD+wPn8ASSgjcQ=</latexit>

i
<latexit sha1_base64="vOpsCDFMPXCe33T6/TlnD6I0I0c=">AAAB7nicbVA9SwNBEJ3zM8avqKXNYhBsPO4komXQxjKiMcHkCHubSbJkb+/Y3RPCkZ9gY6GV2Pp77Pw3bpIrNPHBwOO9GWbmhYng2njet7O0vLK6tl7YKG5ube/slvb2H3ScKoZ1FotYNUOqUXCJdcONwGaikEahwEY4vJ74jSdUmsfy3owSDCLal7zHGTVWuuOnfqdU9lxvCrJI/JyUIUetU/pqd2OWRigNE1Trlu8lJsioMpwJHBfbqcaEsiHtY8tSSSPUQTY9dUyOrdIlvVjZkoZM1d8TGY20HkWh7YyoGeh5byL+57VS07sMMi6T1KBks0W9VBATk8nfpMsVMiNGllCmuL2VsAFVlBmbTtGG4M+/vEgez1z/3PU9z63cVsrVqzySAhzCEZyADxdQhRuoQR0Y9OEZXuHNEc6L8+58zFqXnHzmAP7A+fwB/2GONg==</latexit>

i� 1

<latexit sha1_base64="G0ad9zqElriMWZ/Hm+x89J+qmxw=">AAAB7HicdVBNS8NAEN3Ur1q/qh69LBbBU9jE2NZb0YvHFqwV21A22027drMJuxuhhP4CLx70JF79Qd78N27aCir6YODx3gwz84KEM6UR+rAKS8srq2vF9dLG5tb2Tnl371rFqSS0TWIey5sAK8qZoG3NNKc3iaQ4CjjtBOOL3O/cU6lYLK70JKF+hIeChYxgbaSW7pcryD6rV12vCpGNUM1xnZy4Ne/Eg45RclTAAs1++b03iEkaUaEJx0p1HZRoP8NSM8LptNRLFU0wGeMh7RoqcESVn80OncIjowxgGEtTQsOZ+n0iw5FSkygwnRHWI/Xby8W/vG6qw7qfMZGkmgoyXxSmHOoY5l/DAZOUaD4xBBPJzK2QjLDERJtsSiaEr0/h/+TWtZ1T20HI9lpepXG+iKQIDsAhOAYOqIEGuARN0AYEUPAAnsCzdWc9Wi/W67y1YC1m9sEPWG+flo+OEQ==</latexit>

t

H(Zt|ZAi
)

<latexit sha1_base64="ZJV0FNmR3LqyUXFtEOPgt3jOG5k=">AAAC7XicjVHJTsMwEH0N+17gyCWiQiqXKmURHFkuHItEacWiyjEGLLIpcZBQyC9w44a48gNc4TcQfwB/wdikEgUhcBTnzZt5Lx6PG3kyUY7zWrL6+gcGh4ZHRsfGJyanytMz+0mYxlw0eeiFcdtlifBkIJpKKk+0o1gw3/VEy73Y1vnWpYgTGQZ76ioSxz47C+Sp5EwR1SlXd6pHPlPnnHnZQd7JVH7dE2ebtMk8X+yUK07NMcv+CeoFqKBYjbD8giOcIARHCh8CARRhDwwJPYeow0FE3DEy4mJC0uQFcoySNqUqQRWM2Avazyg6LNiAYu2ZGDWnv3j0xqS0sUCakOpiwvpvtsmnxlmzv3lnxlOf7Yq+buHlE6twTuxfum7lf3W6F4VTrJseJPUUGUZ3xwuX1NyKPrn9pStFDhFxGp9QPibMjbJ7z7bRJKZ3fbfM5N9MpWZ1zIvaFO/6lDTg+vdx/gT7S7X6cm11d6WysVWMehhzmEeV5rmGDeyggSZ53+ART3i2QuvWurPuP0utUqGZRc+yHj4AfTChAw==</latexit>

H(Zt|ZAi[t)
<latexit sha1_base64="rvMvdOB+lslvBdSPYCiCd1Zp+KI=">AAAC/nicjVHJSsRAEH0T93Eb9eglOAh6GTIuqDeXi0cFZ0Z0ZOi0rTZmI+kIEgP+iTdv4tUf8KpH8Q/0L6xuI7gg2iHJq1f1Xnd1uZEnE+U4zyWrq7unt69/oDw4NDwyWhkbbyZhGnPR4KEXxrsuS4QnA9FQUnliN4oF811PtNzTDZ1vnYk4kWGwo84jceCz40AeSc4UUZ3KyuZM22fqhDMv28s7mcovvsTtkNTaPMvWKJR5m6eRrfJ8tlOpOjXHLPsnqBegimJthZUntHGIEBwpfAgEUIQ9MCT07KMOBxFxB8iIiwlJkxfIUSZtSlWCKhixp/Q9pmi/YAOKtWdi1Jx28eiNSWljmjQh1cWE9W62yafGWbO/eWfGU5/tnP5u4eUTq3BC7F+6j8r/6nQvCkdYNj1I6ikyjO6OFy6puRV9cvtTV4ocIuI0PqR8TJgb5cc920aTmN713TKTfzGVmtUxL2pTvOpT0oDr38f5EzTnavX52uL2QnV1vRh1PyYxhRma5xJWsYktNMj7Cvd4wKN1aV1bN9bte6lVKjQT+LKsuzfRpKid</latexit>

p(zt|zAi
)

<latexit sha1_base64="62LY6qnp2AMd6QQZ7QSFYu/z4JE=">AAAC63icjVHLSsNAFD2Nr1pfVZdugkWpm5L6QJdVNy4r2FZopSRxqoN5kUyEGvMH7tyJW3/Arf6H+Af6F94ZU1CL6IRMzj33npO5c63A4ZEwjNecNjI6Nj6RnyxMTc/MzhXnF5qRH4c2a9i+44fHlhkxh3usIbhw2HEQMtO1HNayLvZlvnXJwoj73pHoB+zENc883uO2KYjqFleDcsc1xbnVS67SbiLS669hsksbT9O1brFkVAy19GFQzUAJ2ar7xRd0cAofNmK4YPAgCDswEdHTRhUGAuJOkBAXEuIqz5CiQNqYqhhVmMRe0H5GUTtjPYqlZ6TUNv3FoTckpY4V0vhUFxKWf9NVPlbOkv3NO1Ge8mx9+lqZl0uswDmxf+kGlf/VyV4EethRPXDqKVCM7M7OXGJ1K/Lk+peuBDkExEl8SvmQsK2Ug3vWlSZSvcu7NVX+TVVKVsZ2VhvjXZ6SBlz9Oc5h0FyvVDcqW4ebpdpeNuo8lrCMMs1zGzUcoI4Ged/gEU941lztVrvT7j9LtVymWcS3pT18ACW4oIc=</latexit>

p(zt|zAi[t)
<latexit sha1_base64="FVUjpk4F0WwaPaKZHgizdfQqi/8=">AAAC/HicjVHLSsNAFD3G97vq0k2wCHVTUh/UpY+NSwWrQltKMp3WwbxIJkKN8U/cuRO3/oBbXYt/oH/hnTGCWkQnJDn33HvOzJ3rhK6IpWW9DBiDQ8Mjo2PjE5NT0zOzhbn5ozhIIsZrLHCD6MSxY+4Kn9ekkC4/CSNue47Lj52zXZU/PudRLAL/UPZC3vTsri86gtmSqFahGpYani1PnU56kbVSmV1+DRsBaZV1mm5TKLIGS0JTZtlKq1C0ypZeZj+o5KCIfO0HhWc00EYAhgQeOHxIwi5sxPTUUYGFkLgmUuIiQkLnOTJMkDahKk4VNrFn9O1SVM9Zn2LlGWs1o11ceiNSmlgmTUB1EWG1m6nziXZW7G/eqfZUZ+vR38m9PGIlTon9S/dZ+V+d6kWig03dg6CeQs2o7ljukuhbUSc3v3QlySEkTuE25SPCTCs/79nUmlj3ru7W1vlXXalYFbO8NsGbOiUNuPJznP3gaLVcWStvHKwXt3byUY9hEUso0Tyr2MIe9lEj72s84BFPxpVxY9wadx+lxkCuWcC3Zdy/A3MAqCE=</latexit>

p(✓|zAi
,ys

Ai
)

<latexit sha1_base64="D2d+9eSJuT6tAsvB1FxrjMxSubQ=">AAAC+HicjVHLSsNAFD3GV31XXboJFkFBSuoDXVbduFSwKlgtkzi1Q/MimQg15kPcuRO3/oBb/QLxD/QvvDOm4gPRCUnOnHvPmbn32qErYmlZzz1Gb1//wGBhaHhkdGx8ojg5tR8HSeTwmhO4QXRos5i7wuc1KaTLD8OIM892+YHd3lLxg3MexSLw92Qn5MceO/NFUzhMEtUoLofzddnikl3WPSZbdjO9yBppupE1RLbYpTof1EkaZwuNYskqW3qZP0ElByXkaycoPqGOUwRwkMADhw9J2AVDTM8RKrAQEneMlLiIkNBxjgzDpE0oi1MGI7ZN3zPaHeWsT3vlGWu1Q6e49EakNDFHmoDyIsLqNFPHE+2s2N+8U+2p7tahv517ecRKtIj9S9fN/K9O1SLRxLquQVBNoWZUdU7ukuiuqJubn6qS5BASp/ApxSPCjlZ2+2xqTaxrV71lOv6iMxWr9k6em+BV3ZIGXPk+zp9gf6lcWS6v7q6Uqpv5qAuYwSzmaZ5rqGIbO6iR9xXu8YBH48K4Nm6M2/dUoyfXTOPLMu7eAM2hpgQ=</latexit>

p(✓|zAi
,ys

Ai
)

<latexit sha1_base64="m4FSDY53WaNki3qzfJ+PoK1mbmE=">AAADDnicjVHJSsRAEH3GfR/16CU4CAoyZFzQo8tFbwqOCo4OndjjNJONpCOMMf/gn3jzJl79AREvetW/sLrNgCvaIcnrV/Ved1XZoStiaVmPHUZnV3dPb1//wODQ8MhoYWx8Lw6SyOEVJ3CD6MBmMXeFzytSSJcfhBFnnu3yfbu5oeL7ZzyKReDvylbIjzx26ou6cJgkqlbYCmeqssElu6h6TDbsenqe1dJqQBplmaZrWU1k2Vw72vopepzG2WytULRKll7md1DOQRH52g4KD6jiBAEcJPDA4UMSdsEQ03OIMiyExB0hJS4iJHScI8MAaRPK4pTBiG3S95R2hznr0155xlrt0CkuvREpTUyTJqC8iLA6zdTxRDsr9jfvVHuqu7Xob+deHrESDWL/0rUz/6tTtUjUsaJrEFRTqBlVnZO7JLor6ubmh6okOYTEKXxC8Yiwo5XtPptaE+vaVW+Zjr/oTMWqvZPnJnhVt6QBl7+O8zvYmy+VF0pLO4vF1fV81H2YxBRmaJ7LWMUmtlEh7yvc4wnPxqVxbdwYt++pRkeumcCnZdy9AbpQsFA=</latexit>

p(✓|zAi[t,y
s
Ai[t

)
<latexit sha1_base64="ii3zpB2jSgj/kxRkv7w/IKD6T0A=">AAADGnicjVHNTttAGJy40NIAJZRjLxYREkgocqBVOdJy4ZhKTUCKQ7ReNmSF/2SvkYLrN+mb9NYb4oqEOPbWlpfg28WRgCiCtWzPzjczu9+uF/syVY5zU7Fezcy+fjP3tjq/sPhuqbb8vpNGWcJFm0d+lBx6LBW+DEVbSeWLwzgRLPB8ceCd7un6wZlIUhmF39UoFr2AnYRyIDlTRPVr7XjdVUOh2A83YGroDfLzop+7EXl0ZJ5/KfrS5Vlsq6LYHGtG0zVHeVps9Gt1p+GYYU+CZgnqKEcrql3DxTEicGQIIBBCEfbBkNLTRRMOYuJ6yIlLCElTFyhQJW9GKkEKRuwpfU9o1i3ZkOY6MzVuTqv49CbktLFGnoh0CWG9mm3qmUnW7LTs3GTqvY3o75VZAbEKQ2Kf842VL/XpXhQG2DE9SOopNozujpcpmTkVvXP7QVeKEmLiND6mekKYG+f4nG3jSU3v+myZqf81Ss3qOS+1Gf7pXdIFN59e5yTobDWa241P3z7Wd7+WVz2HD1jFOt3nZ+xiHy20KfsX/uA/bq2f1m/rwrq8l1qV0rOCR8O6ugOKarU4</latexit>

Figure 2: Computational graph of evaluating (6) with
the forward-backward method in Sec. 4.3. The blue seg-
ments are computed using forward particles while the
red segments are computed using backward particles.

have also adapted the greedy class-pair based sampling
(GCP) proposed in (Liu et al., 2020), and the probabilis-
tic active meta-learning algorithm (PAML) proposed
in (Kaddour et al., 2020) which have different problem
settings, and compared with them in Appendix E.2.

Sinusoid regression. In this setting, the data of
each regression task is sampled from a sinusoid wave
where the amplitude and phase vary between tasks.
Following the experimental setting of Finn et al. (2017),
the amplitude varies within [0.1, 5], the phase varies
within [0, π], and the input x is sampled uniformly from
[−5, 5]. We perform experiments in both the 5-shot
setting (i.e., |Xs

t | = |Xr
t | = 5) and the 10-shot setting

(i.e., |Xs
t | = |Xr

t | = 10)13. We randomly sample 1000

classification benchmark datasets as surrogate examples of
healthcare radiology image data.

13We have investigated the effect of using a larger remain-
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Figure 3: Meta-test mean squared error (MSE) and standard error over 5 runs vs. no. k of selected tasks on
(a) 5-shot Sinusoid and (b) 10-shot Sinusoid. (c) Comparison of meta-test MSE between forward-backward
method and naive method on 5-shot Sinusoid. All means meta-test MSE of the IP model trained on T (i.e., all
1000 candidate tasks). (d) plots the greedy criterion value MILT(Ai−1 ∪ t?i )−MILT(Ai−1) (4) corresponding to
selected task t?i vs. round i of selection.
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Figure 4: Meta-test accuracy (%) and standard error over 5 runs vs. no. k of selected tasks on (a) 1-shot 5-way
Omniglot, (b) 1-shot 20-way Omniglot, and (c) 1-shot 5-way MiniImageNet. All means meta-test accuracy of the
IP model trained on T (i.e., all 2000 candidate tasks).

tasks as T .

Omniglot classification. Omniglot (Lake et al.,
2011) is a benchmark few-shot image classification
dataset consisting of 20 instances of 1623 characters
from 50 different alphabets. Our experiment adopts
the same task generation process as that in (Finn et al.,
2017) (i.e., downsampling to 28× 28 and applying ran-
dom rotations). To further accelerate computation,
we select tasks in a batch manner: Each task consists
of 32 sub-tasks such that each sub-task is a 1-shot
5-way (i.e., |Xs

t | = |Xr
t | = 5) or 1-shot 20-way (i.e.,

|Xs
t | = |Xr

t | = 20) classification.14 We randomly gen-
erate 2000 tasks as T .

MiniImageNet classification. The MiniIma-
geNet (Ravi and Larochelle, 2017) dataset involves
64 training classes, 12 validation classes, and 24 test
classes of 84× 84 RGB images. Our experiment adopts
the same task generation process as that in (Finn et al.,
2017) (i.e., applying random rotations). Similarly, we
select tasks in a batch manner: Each task consists of
32 sub-tasks such that each sub-task is a 1-shot 5-way
(i.e., |Xs

t | = |Xr
t | = 5) classification.14 We randomly

generate 2000 tasks as T .

ing dataset in Appendix E.5.
14The active task selection criterion is a sum of the crite-

rion over all sub-tasks.

The IP model (Sec. 2) is a fully-connected neural net-
work with 2 hidden layers of size 40 with ReLU nonlin-
earities for Sinusoid, and a convolutional neural network
with 4 modules of 3× 3 convolutions and 64 filters, fol-
lowed by batch normalization, ReLU nonlinearities, and
strided convolutions for Omniglot or 2× 2 max-pooling
for MiniImageNet. We use M = 5 particles, and set
the step size η as 0.05 for sinusoid and MiniImageNet
and 0.5 for Omniglot.

5.1 Discussion of Baseline Comparisons

It can be observed from Figs. 3 and 4 that MILT
outperforms all other baselines, which demonstrates
the effectiveness of our proposed algorithm (Algo. 1).
Random task selection performs the worst among all
baselines, which is expected. ELT slightly outperforms
the Variance baseline in nearly all cases, likely due to
the entropy being able to better capture the uncertainty
in p(zt|zA) (7) which follows a mixture of Gaussians
instead of a Gaussian.

Fig. 3 shows results of Sinusoid regression. Fig. 3b
shows that actively selecting k = 40 tasks with MILT
can already achieve a lower MSE of 0.241 than ran-
domly selecting k = 100 tasks (MSE of 0.266). For both
5-shot (Fig. 3a) and 10-shot (Fig. 3b) settings, MILT
achieves comparable performance to the IP model
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trained with all 1000 candidate tasks in T when actively
selecting only 10% from T (i.e., k = 100 tasks).

Fig. 4 shows results of Omniglot and MiniImageNet
classifications. For both Omniglot and MiniImageNet,
we have generated 2000 candidate tasks in T . Meta-
training with all these candidate tasks achieves a meta-
test accuracy of 93.6% for 1-shot 5-way Omniglot,
89.6% for 1-shot 20-way Omniglot, and 42.8% for 1-shot
5-way MiniImageNet (Fig. 4). Previous works (Chen
et al., 2021; Finn et al., 2017, 2018; Yoon et al., 2018)
have generated 200000 tasks (batches) for meta-training
and hence achieve higher meta-test accuracy on these
cases. Nevertheless, our ablation study in Appendix E.3
shows that when selecting (∼250) tasks, MILT does not
need such a massive number (≈ 200000) of candidate
tasks to achieve competitive meta-test performance.

Fig. 4a shows that actively selecting only 120 tasks with
MILT can achieve a meta-test accuracy of 91.9% for
1-shot 5-way Omniglot, which is within one standard
error from that achieved by the IP model trained on all
2000 candidate tasks. Fig. 4b&c also show that for 1-
shot 20-way Omniglot and 1-shot 5-way MiniImageNet,
similar observations hold when selecting only 250 tasks
with MILT. All these observations further demonstrate
the effectiveness of our proposed algorithm (Algo. 1).

5.2 Ablation Study

Effect of using particles. Table 2 shows results of
meta-test performance of MILT with varying number
M of particles (Sec. 4.1) from 1 (point estimate) to
5. It can be observed that increasing M consistently
yields better performance for both 5-shot and 10-shot
Sinusoid regression, thus indicating that our Bayesian
treatment of the meta-parameters can improve the
meta-test performance.

Forward-backward method based on online
SVGD. Here, we compare the performance of the
forward-backward method (Algo. 1) with the naive
method (Sec. 4.3). Table 3 presents a comparison
of their runtime, which meets our theoretical analy-
sis. Fig. 3c presents a comparison of their meta-test
performance: It may be surprising to observe that
the forward-backward method clearly outperforms the
naive method. In theory, we should expect them to
perform similarly since the forward-backward method
only seems to improve the efficiency. However, in prac-
tice, the forward-backward method performs better
because it does not introduce extra randomness which
may potentially violate the submodularity property of
MILT. To see this, Fig. 3d plots the greedy criterion
value MILT(Ai−1∪t?i )−MILT(Ai−1) (4) corresponding
to selected task t?i vs. round i of active task selection.
Since MILT is theoretically submodular, we expect to

Table 2: Meta-test mean squared error (MSE) over 5
runs with varying no.M of particles on 5-shot Sinusoid
regression. MILT is used to select k = 100 tasks from
|T | = 1000 candidate tasks.

M = 1 M = 3 M = 5
5-shot 0.490 0.454 0.430
10-shot 0.144 0.137 0.129

Table 3: Mean runtime (seconds) on 5-shot Sinusoid
regression. MILT is used to select from |T | = 1000
candidate tasks.

forward-backward naive
k = 20 24.5 153
k = 40 38.9 293
k = 60 54.6 425

see a monotonically decreasing curve in Fig. 3d. How-
ever, we only observe such a monotonicity with the
forward-backward method. This is because the evalua-
tion of (4) involves approximation: It approximates the
belief of the meta-parameters through SVGD. However,
the naive method performs SVGD by initializing the
particles randomly, which introduces randomness such
that its approximation of the belief can be inconsistent
between successive rounds. In contrast, the forward-
backward method always performs belief updates with
only one task and thus maintains a consistent belief be-
cause the belief updates are highly correlated between
successive rounds. Such a “consistency” retains the
submodularity of (our approximation of) MILT, which
allows our algorithm (Algo. 1) to perform satisfactorily,
as implied by its near-optimal performance guarantee.

5.3 Generalization to Adaptive Task
Selection

This work considers the case of non-adaptive task se-
lection s.t. k tasks are selected greedily (one per it-
eration/round) and their remaining datasets are ac-
quired/observed only after all the k tasks are selected.
For the case of adaptive task selection s.t. the re-
maining dataset (Xr

t ,y
r
t ) is acquired immediately after

each task t is selected, an immediate improvement we
can make to our algorithm is to additionally use this
remaining dataset to update the forward particles to
obtain a more accurate posterior belief of Θ in line
12 of Algorithm 1. As a result, the meta-test perfor-
mance can be improved, as shown in Table 4. Note,
however, that no performance guarantee is available
for the adaptive case. Supposing the meta-learner’s
data need is time-critical (e.g., budget is available for
a limited time) and each acquired remaining dataset
can only be released after some time due to regulations,
non-adaptive task selection may be preferred.
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Table 4: Meta-test MSE or accuracy (%) over 5 runs comparing adaptive vs. non-adaptive task selection.
non-adaptive adaptive

5-shot Sinusoid (k = 100) 0.430 0.417
10-shot Sinusoid (k = 100) 0.129 0.124

1-shot 5-way Omniglot (k = 120) 91.9 93.2
1-shot 20-way Omniglot (k = 250) 88.6 89.2

1-shot 5-way MiniImageNet (k = 100) 39.5 41.1

6 Related Work

Several works have aimed at combining active learn-
ing (Cao et al., 2013; Chen et al., 2012, 2013, 2015;
Hoang et al., 2014a,b; Ling et al., 2016; Low et al.,
2008, 2009, 2011, 2012, 2014; Nguyen et al., 2021b;
Ouyang et al., 2014; Zhang et al., 2016) with meta-
learning. The work of Pang et al. (2018) has used
meta-learning to learn the best active learning crite-
rion for querying different datasets, which differs from
our aim of using active learning to select tasks for
meta-learning. The algorithms of Finn et al. (2018);
Yoon et al. (2018) have actively selected data points
in each task but are not capable of selecting tasks di-
rectly. The greedy class-pair based sampling proposed
in (Liu et al., 2020) and the probabilistic active meta-
learning algorithm proposed in (Kaddour et al., 2020)
have different problem settings. In comparison, our
problem setting is more general, as discussed in Sec. 3.
The work of Luna and Leonetti (2020) has proposed
an information-theoretic task selection algorithm for
meta-reinforcement learning, which assumes the avail-
ability of a validation set that can accurately represent
the entire task distribution. Such a strong assumption
contradicts the motivation of our active task selection
problem, as discussed in Sec. 1.

Most relevant to our work here is that of Chen et al.
(2021) proposing a variance-based greedy task selection
algorithm which does not account for the dependence
between latent task vectors (Sec. 3.2). In contrast, our
algorithm exploits such a dependence via our proposed
MILT criterion and also provides a near-optimal per-
formance guarantee. The work of Yu et al. (2019) has
proposed to use mutual information in meta-inverse re-
inforcement learning to enforce the connection between
the reward function and a latent contextual variable,
which is the first combination of mutual information
with meta-learning, but in a different context not re-
lated to active task selection.

7 Conclusion

This paper describes a novel active task selection algo-
rithm based on MILT for meta-learning with a near-
optimal performance guarantee. A forward-backward

method based on our proposed online SVGD is also
designed to improve our efficiency. Empirical evalua-
tion on several benchmark datasets have demonstrated
the state-of-the-art performance of our algorithm. For
future work, we plan to investigate the case of adaptive
task selection such that the remaining dataset (Xr

t ,y
r
t )

is acquired immediately after task t is selected instead
of waiting for the budget of k tasks to be expended.
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Algorithm 2 Near-Optimal Active Task Selection based on MILT (Naive Method without Forward-Backward
Method)
1: Set A = ∅;
2: while |A| < k do
3: Sample zA ∼ p(zA), zA ∼ p(zA);
4: for t ∈ T \A do
5: Compute p(θ|zA,ysA)← SVGDΘ (p(θ) , {zA,ysA});
6: Compute p

(
θ|zA∪t,ysA∪t

)
← SVGDΘ

(
p(θ) , {zA∪t,ysA∪t}

)
;

7: Compute with p(θ|zA,ysA) : p(zt|zA)← VIZ(p(θ|zA,ysA));
8: Compute with p

(
θ|zA∪t,ysA∪t

)
: p(zt|zA∪t)← VIZ

(
p
(
θ|zA∪t,ysA∪t

))
;

9: Estimate H(Zt|ZA)−H(Zt|ZA∪t);
10: end for
11: Select t? = arg maxtH(Zt|ZA)−H(Zt|ZA∪t);
12: Update A = A ∪ t?;
13: end while
14: return A

A Classification with Robust-Max Likelihood

We will discuss the robust-max likelihood for meta-learning of the probabilistic classification tasks here. Following
that of Hernández-Lobato et al. (2011), the likelihood of a data point (x, yx) in a N -way classification problem
given an N -dimensional IP output f , [f1, f2, . . . , fN ] depends on a binary variable a (i.e., one per x indicating if
arg max f prediction is correct or not):

p(yx|x, f , a) =
∏
c6=yx

Θ(fyx − fc)1−a (1/N)a

where Θ(·) is the Heaviside step function and a follows a factorizing multivariate Bernoulli prior distribution:

p(a|ρ) , Bern(a|ρ) = ρa (1− ρ)1−a

such that ρ estimates the fraction of outliers in the training data. The prior of ρ is defined as a conjugate beta
distribution:

p(ρ) , Beta(ρ|a0, b0) =
ρa0−1 (1− ρ)b0−1

BetaF(a0, b0)

where BetaF(·, ·) is the beta function, and a0 and b0 are free hyperparameters which do not have a big effect
on the final model, provided that b0 > a0 and that they are not too small (Hernández-Lobato et al., 2011). We
follow that of Chen et al. (2021) to set a0 = 1 and b0 = 9.

B Computational Cost of Forward-Backward Method and Naive Method

We will analyze here the computational cost of both the forward-backward method and the naive method to
understand the improvement by adopting the former. Algo. 1 describes the forward-backward method, while
Algo. 2 presents the naive method. The difference lies mainly in lines 7 and 8 of Algo. 1 where the forward-
backward method uses online SVGD to perform fast belief updates for the selected task. On the other hand, the
naive method computes such a belief of the meta-parameters from scratch using A (and T \ (A ∪ t)) in lines 5
and 6 of Algo. 2.

Though the computational cost of VI (containing multiple SVGD iterations till convergence) on n tasks (specifically,
the n sample datasets) is not necessarily n times the computational cost of VI on 1 task, we have observed in
practice that VI on a minibatch of tasks converges within (slightly more but) nearly the same number of iterations
as VI on one task; both require around 5 SVGD iterations. So, we have considered the following assumption:
Assumption 1 (informal). Suppose that the GPU can afford to process a minibatch of n ≤ B tasks in parallel.
VI (using SVGD to compute posterior belief of the meta-parameters) on a minibatch of n ≤ B tasks converges in
the same number of iterations as VI on 1 task.
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Note that line 3 of Algo. 1 and lines 5 and 6 of Algo. 2 can enjoy computational benefits from such parallel
processing of each minibatch of tasks. Since (a) the overall computational cost is dominated by the number of
SVGD iterations in the algorithms and (b) the computational cost of one iteration of online SVGD (for both
learning or unlearning) is the same as that of one SVGD iteration per task, the following results ensue:
Remark 1. The computational cost measured by the number of floating point operations is O(k|T |) for the
forward-backward method and O(k|T |2) for the naive method.
Remark 2. The computational cost measured by the runtime is O(k|T |) for the forward-backward method and
O(k|T |2/B) for the naive method.

The above results arise from iterating through all candidate tasks in T in each of the k rounds of Algo. 1 or
Algo. 2. For every candidate task, the naive method requires O(|T |) floating point operations in SVGD, while the
forward-backward method requires only O(1) floating point operations in online SVGD.

As can be concluded from the above remarks, the forward-backward method improves time efficiency by |T | times
over the naive method because its online SVGD performs fast belief updates for only 1 selected task instead of
using A (and T \ (A ∪ t)). The parallel processing of each minibatch of tasks can accelerate the naive method by
B times, but the naive method is still much slower than the forward-backward method since usually, B � |T |.

C EM Algorithm for Meta-Learning and Modified Variant

C.1 Probabilistic Meta-Learning with IP

Meta-learning on a set A of tasks, which adopt a split of their corresponding datasets according to Sec. 2, can be
defined as the inference of meta-parameters Θ with the following joint likelihood to be maximized (Chen et al.,
2014; Finn et al., 2017, 2018):

p(yrA, θ|ysA) = p(θ)
∏
t∈A

p(yrt |θ,yst ) = p(θ)
∏
t∈A

∫
frt

p(yrt |frt ) p(frt |θ,yst ) dfrt . (10)

Task adaptation p(frt |θ,yst ) is performed via IP inference (Chen et al., 2021) given the sample dataset (Xs
t ,y

s
t ):

p(frt |θ,yst ) =

∫
z

p(frt |z, θ) p(z|θ,yst ) dz . (11)

Fig. 1 shows a graphical model of the IP for meta-learning. Note that in meta-learning, we have to model the
belief of Yrt and use both the sample and remaining datasets to perform meta-training. On the other hand, we
have to model the belief of Yst to perform task selection (Sec. 4).

Chen et al. (2021) have used an expectation maximization (EM) algorithm to perform meta-training such that
the E step carries out the IP inference of Z (and f(·)) in (11) and the M step maximizes the joint likelihood (10)
w.r.t. a point estimate of Θ. Note that with our additional Bayesian treatment of Θ, meta-training returns a
posterior belief p(θ|ysA,yrA) of the meta-parameters instead of a point estimate, which is empirically shown to
improve performance (Sec. 5). While Chen et al. (2021) are mainly interested in deriving such an EM algorithm
for meta-training, the motivation of our work here is to derive an efficient active task selection algorithm for
meta-learning with a near-optimal performance guarantee. Nevertheless, we have modified their EM algorithm to
work in our case with the Bayesian treatment of Θ.

C.2 Our modification

We will provide details of the EM algorithm proposed by Chen et al. (2021) and describe our modifications here.

Expectation (E) step. The aim of the E step is to obtain (samples of) p(frt |θ,yst ). Note that (samples of)
p(frt |θ,yst ) can be obtained using the generator gΘ (1) and the latent task posterior belief p(z|θ,yst ), as follows:
First draw samples of z from p(z|θ,yst ), and then passing them and Xr

t as inputs to generator gΘ to obtain
samples from p(frt |θ,yst ). Hence, for a task t, performing its adaptation p(frt |θ,yst ) (11) reduces to obtaining the
latent task posterior belief p(z|θ,yst ).
In general, p(z|θ,yst ) cannot be evaluated in closed form. Instead of using variational inference (VI), the work
of Chen et al. (2021) has drawn samples from p(z|θ,yst ) using stochastic gradient Hamiltonian Monte Carlo
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(SGHMC), which introduces an auxiliary random vector r and samples from the joint distribution p(z, r|θ,yst )
following the Hamiltonian dynamics (Brooks et al., 2011; Neal, 1993) and making use of the tractable gradient on
Z: −∇z log p(z|θ,yst ) = −∇z log p(z,yst |θ) = −∇z[log p(yst |fst = (gθ(x, z))>x∈Xs

t
) + log p(z)].

Our modification of E step: We represent the belief of Θ as a set {θm}Mm=1 of M particles, which we denote
as q(θ) without loss of generality. To accelerate computation, we use VI in Sec. 4.2 to compute p(z|θm,yst ):

p(z|θm,yst )← VIZ(θm) .

We then pass the samples of p(z|yst , θm) to the generator gθm (i.e., corresponding to the particle θm) to obtain
samples of p(frt |θm,yst ).
Maximization (M) step. The aim of the M step is to optimize (10) w.r.t. a point estimate of θ using the
samples from the E step. In particular, (10) is optimized through gradient descent w.r.t. θ using samples of z
from the E step.

Our modification of M step: Instead of using gradient descent, we use SVGD (Sec. 4.1) on the datasets
(XA,yA) of the subset A of tasks to compute p(θ|yA) such that in every SVGD iteration, each particle θm is
updated as follows (i.e., similar to that in Sec. 4.1):

θm ← θm +
η

M

∑
θ∈{θm}Mm=1

[
k(θ, θm)

×∇θ log p(yrA|θ,ysA) +∇θk(θ, θm)
]

where η is the step size, and k(·, ·) is a radial basis function kernel representing a repulsive force between particles
to prevent them from collapsing. We denote the entire VI process (containing multiple SVGD iterations till
convergence) to obtain p(θ|yA) as

p(θ|yA)← SVGDΘ(p(θ),yA) .

D Proofs and other Theoretical Results

D.1 Proof of Theorem 1

Firstly, note that the MILT(·) function (2) is submodular:

Lemma 1. The set function A 7→ MILT(A) is submodular.

Its proof can be found in (Krause and Golovin, 2014). We can also formally prove that the MILT(·) function (2)
is approximately monotonic up to a constant error of C0:

Lemma 2. ∀B ⊆ T \A MILT(A ∪ B) ≥ MILT(A)− C0 where C0 , H(Θ).

Proof.
MILT(A ∪ B)−MILT(A)

= H(ZB|ZA)−H(ZB|ZT\(A∪B))

≥ H(ZB|ZA,Θ)−H(ZB|ZT\(A∪B))

≥ H(ZB|ZA,Θ)−H(ZB,Θ|ZT\(A∪B))

= H(ZB|Θ)−H(ZB,Θ|ZT\(A∪B))

≥ H(ZB|Θ)− (H(ZB|Θ,ZT\(A∪B)) +H(Θ|ZT\(A∪B)))

= −H(Θ|ZT\(A∪B))

≥ −H(Θ)

where the first equality is by definition of MILT(·) function (2), the first and last inequalities are due to the
“conditioning reduces entropy” property, the second and third inequalities are due to chain rule for entropy, and
the second and last equalities follow from Zt,Zt′ ,∀t 6= t′ being mutually independent given meta-parameters
Θ.
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Proof of Theorem 1. Let t?1, . . . , t?k be the k tasks selected by Algo. 1. So, Ai = {t?1, . . . , t?i }. Recall from (3)
that A? , arg maxA⊆T,|A|=kMILT(A). From Lemma 2,

MILT(A? ∪Ai) ≥ MILT(A?)− C0 (12)

for all rounds i = 1, . . . , k. Let ∆i , MILT(Ai) −MILT(Ai−1). From Lemma 1, we know that for any A and
t /∈ (A ∪Ai),

MILT((A ∪Ai) ∪ t)−MILT(A ∪Ai)
≤ MILT(Ai ∪ t)−MILT(Ai) ≤ ∆i+1 .

It follows that for any A s.t. |A| = k,

MILT(A ∪Ai)−MILT(Ai) ≤ k∆i+1 .

Consequently,

MILT(A? ∪Ai) ≤ MILT(Ai) + k∆i+1 =

i∑
j=1

∆j + k∆i+1 . (13)

From (12) and (13),

MILT(A?)− C0 ≤
i∑

j=1

∆j + k∆i+1 (14)

for round i = 0, . . . , k − 1. We refer to (14) as the i-th inequality. Now, by multiplying both sides of the i-th
inequality by a factor of (1/k)(1− (1/k))k−i−1 and then summing both sides over all rounds i = 0, . . . , k − 1,

(MILT(A?)− C0)

k−1∑
i=0

1

k

(
1− 1

k

)k−i−1

≤
k∑
i=1

∆i = MILT(Ak) .

(15)

To understand why the coefficient of ∆i in (15) reduces to 1 for i = 1, . . . , k, the ∆i term in the j-th inequality (14)
for j = i, . . . , k − 1 has a coefficient of (1/k)(1− (1/k))k−j−1, while the k∆i term in the (i− 1)-th inequality (14)
has a coefficient of (1/k)(1− (1/k))k−(i−1)−1. Then,

coefficient of ∆i in (15)

= 1×
k−1∑
j=i

1

k

(
1− 1

k

)k−j−1

+ k × 1

k

(
1− 1

k

)k−(i−1)−1

= 1 .

From (15),

MILT(Ak) ≥ (MILT(A?)− C0)

(
1−

(
1− 1

k

)k)
≥ (MILT(A?)− C0)(1− 1/e) .

D.2 Near-Optimal Performance Guarantee for MIRD

We will now describe a greedy algorithm similar to Algo. I:
Algorithm II. Start with an empty set A0 = ∅ of tasks. In each round i = 1, . . . , k, greedily select the next task:

t?i , arg maxtMIRD(Ai−1 ∪ t)−MIRD(Ai−1) (16)

and update the set Ai = Ai−1 ∪ t?i = {t?1, . . . , t?i } of selected tasks.
Theorem 2 (Near-optimal performance guarantee). Algorithm II is guaranteed to select a set A of k tasks s.t.

MIRD(A) ≥ (1− 1/e)(OPT− C0)

where OPT , maxA⊆T,|A|=kMIRD(A) and the constant C0 = H(Θ) is the entropy of meta-parameters Θ.
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Lemma 3. ∀B ⊂ T \A MIRD(A ∪ B) ≥ MIRD(A)− C0 where C0 , H(Θ).

Proof.
MIRD(A ∪ B)−MIRD(A)

= H(YrB|YrA)−H(YrB|YrT\(A∪B))

≥ H(YrB|YrA,Θ)−H(YrB|YrT\(A∪B))

≥ H(YrB|YrA,Θ)−H(YrB,Θ|YrT\(A∪B))

= H(YrB|Θ)−H(YrB,Θ|YrT\(A∪B))

≥ H(YrB|Θ)− (H(YrB|Θ,YrT\(A∪B)) +H(Θ|YrT\(A∪B)))

= −H(Θ|YrT\(A∪B))

≥ −H(Θ)

where the first equality is by definition of MILT(·) function (2), the first and last inequalities are due to the
“conditioning reduces entropy” property, the second and third inequalities are due to chain rule for entropy, and
the second and last equalities follow from Yrt ,Yrt′ ,∀t 6= t′ being mutually independent given meta-parameters
Θ.

Proof of Theorem 2. Similar to MILT, MIRD is submodular since it is also a mutual information criterion.
Lemma 3 reveals that MIRD is approximately monotonic. Therefore, we can adopt the same proof as that for
MILT (Appendix D.1) to derive the near-optimal performance guarantee for MIRD.

D.3 Online SVGD for Learning: Theoretical Result

Proposition 2 (Online SVGD for learning). Suppose that p(θ) is an uninformative prior (e.g., ∇θ log p(θ) =
0). With {θm}Mm=1 initially sampled from p(θ|zA,ysA), the SVGD operation for obtaining p(θ|zA∪t,ysA∪t) (i.e.,
learning from a task t /∈ A) is

θm ← θm +
η

M

∑
θ∈{θm}Mm=1

[
k(θ, θm)

×∇θ log p(θ|zt,yst ) +∇θk(θ, θm)
]
.

(17)

We denote such a learning process (containing multiple SVGD iterations till convergence) as

p(θ|zA∪t,ysA∪t)← SVGDΘ(p(θ|zA,ysA), {zt,yst}) .

Proof. With {θm}Mm=1 initially sampled from an arbitrary distribution q(θ), the SVGD operation for learning
p(θ|zA∪t,ysA∪t) is

θm ← θm +
η

M

∑
θ∈{θm}Mm=1

[
k(θ, θm)

×∇θ log p(θ|zA∪t,ysA∪t) +∇θk(θ, θm)
]

= θm +
η

M

∑
θ∈{θm}Mm=1

[
k(θ, θm)

×∇θ(log p(θ|zt,yst ) + log p(θ|zA,ysA)− log p(θ))

+∇θk(θ, θm)
]
.

Note that SVGD is a discretization of the underlying continuous functional gradient in the reproducing kernel
Hilbert space (RKHS) of k(·, ·). The corresponding continuous functional gradient, which is proven to be the
expectation of the Stein’s operator (Liu and Wang, 2016), of the above SVGD is

Eq(θ)[k(θ, ·)×∇θ
(

log p(θ|zt,yst )
+ log p(θ|zA,ysA)− log p(θ)

)
+∇θk(θ, ·)] .
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Since we have assumed an uninformative prior p(θ), ∇θ log p(θ) = 0 in the above SVGD. Also, using Stein’s
identity (Liu and Wang, 2016), Ep(θ|zA,ys

A)[k(θ, ·)∇θ log p(θ|zA,ysA)] = 0. Since q(θ) = p(θ|zA,ysA), the above
functional gradient reduces to

Eq(θ)[k(θ, ·)∇θ log p(θ|zt,yst ) +∇θk(θ, ·)]
which results in the SVGD in (17).

D.4 Proof of Proposition 1

Unlearning from a task t ∈ A can be cast as a problem of minimizing the evidence upper bound (EUBO):

EUBO , Eq(θ)[log p(yst |zt, θ)] + KL(q(θ)‖p(θ|zA,ysA))

which yields the exact solution to the original problem of maximizing the evidence lower bound (ELBO), which
involves learning from the set A \ t of tasks (Nguyen et al., 2020).

The above problem can also be cast as one of maximizing the negative EUBO (NEUBO): w.r.t. q(θ):

NEUBO , Eq(θ)[− log p(yst |zt, θ)]−KL(q(θ)‖p(θ|zA,ysA)) . (18)

Note that SVGD is a discretization of the underlying continuous functional gradient in the reproducing kernel
Hilbert space (RKHS) of k(·, ·). The corresponding continuous functional gradient, which is proven to be the
expectation of the Stein’s operator (Liu and Wang, 2016), of −KL(q(θ)‖p(θ|ysA, zA)) is

Eq(θ)[k(θ, ·)∇θ
(

log p(θ|zA,ysA)
)

+∇θk(θ, ·)] .

Using Stein’s identity (Liu and Wang, 2016), Ep(θ|zA,ys
A)[k(θ, ·)∇θ log p(θ|zA,ysA)] = 0. Since q(θ) = p(θ|zA,ysA),

the above functional gradient reduces to Eq(θ)[∇θk(θ, ·)].
On the other hand, the functional gradient of Eq(θ)[− log p(yst |zt, θ)] (Liu and Wang, 2016) is

−Eq(θ)[k(θ, ·)∇θ(log p(θ|zt,yst )− log p(θ))]

= −Eq(θ)[k(θ, ·)∇θ log p(θ|zt,yst )]

such that the equality follows from our assumption of an uninformative prior p(θ), that is, ∇θ log p(θ) = 0. By
summing the above two functional gradients, we obtain the functional gradient of (18):

Eq(θ)[−k(θ, ·)∇θ log p(θ|zt,yst ) +∇θk(θ, ·)]

which results in the SVGD in (9).

E More Experimental Results

E.1 Some Implementation Details

For Sinusoid regression, we execute 1 SVGD iteration to perform the adaptation of a task in meta-training and
execute 10 SVGD iterations to perform the adaptation of a task in meta-test. The training is performed for a
total of 15000 iterations with an Adam optimizer. For Omniglot and MiniImagenet classification, we execute 5
SVGD iterations to perform the adaptation of a task in meta-training and execute 10 SVGD iterations to perform
the adaptation of a task in meta-test. The training is performed for a total of 60000 iterations with an Adam
optimizer. For other meta-training settings, we adopt the same as that in (Chen et al., 2021).

E.2 Comparison with Two Recent Baselines: Probabilistic Active Meta-learning algorithm
(Kaddour et al., 2020) and Greedy Class-Pair Based Sampling (Liu et al., 2020)

The following describes our implementation details of the two baselines which we compared with. Note that both
works have different problem settings as compared to ours. Thus, we have to adapt their implementation to
perform a fair empirical comparison based on the experimental settings discussed in our paper (Sec. 5).
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Figure 5: Meta-test mean squared error (MSE) and standard error over 5 runs vs. no. k of selected tasks on (left)
5-shot Sinusoid and (right) 10-shot Sinusoid.

E.2.1 Probabilistic active meta-learning algorithm (PAML)

To describe our adapted implementation of PAML from (Kaddour et al., 2020), contextual information is omitted
to ensure a fair comparison since all other baselines in our experiments do not need to assume the availability
of such contextual information. To achieve this, we have removed the regularization term associated with the
contextual information (i.e., the summation term in equation 10 of Kaddour et al. (2020)). Then, the meta-training
objective becomes a typical meta-learning objective (i.e., equation 5 of Kaddour et al. (2020)) which is similar to
(i.e., a variational lower bound of) ours that explicitly represents the distributions via variational parameters. In
our implementation of PAML, we have adopted the same Gaussian variational distribution of the latent vector in
(Kaddour et al., 2020) and used the same model architectures as the ones in our baselines.

Results and discussion. The results on Sinusoid are presented in Fig. 5 and that on Omniglot and MiniImageNet
are presented in Fig. 6. The results show that our proposed MILT outperforms PAML. From our experiments, we
have observed that PAML is more inclined to select “boundary” tasks: For example, in 10-shot Sinusoid where the
amplitude amp is sampled from [0.1, 5.0], PAML has a proportion of 28.9% and 13.3% of its selected tasks from
amp > 4.0 and amp < 1.0, respectively. In contrast, our proposed MILT has a proportion of 17.5% and 7.5% of
its selected tasks from amp > 4.0 and amp < 1.0, respectively. So, the PAML criterion tends to rank “boundary”
tasks more highly due to their greater surprisals (Kaddour et al., 2020). However, selecting too large a proportion
of such “boundary” tasks may not yield as much information on the unobserved tasks, which explains why PAML
is outperformed by our proposed MILT.

E.2.2 Greedy class-pair based sampling (GCP)

The GCP proposed in (Liu et al., 2020) is an active task selection method for meta-classification tasks. GCP
does not directly sample tasks. Instead, it samples classes and then generates the tasks by randomly picking
images of the selected classes, which is fundamentally different from our setting. So, to establish a meaningful
empirical comparison with GCP, we have to adapt it such that it fits into the general problem setting where the
candidate tasks are given/fixed prior to task selection.

In the original GCP setting involving a N -way classification problem, a N -clique of classes is sampled in each
round such that the selection probability is formulated based on its potential which is the product of pairwise
potentials between two classes.

In our adapted implementation of GCP, we use GCP to compute the potential of each candidate task where
each task corresponds to a N -way classification problem. Then, we sample tasks (i.e., one task per round of task
selection without replacement) according to the probability computed from the potential. By doing so, instead of
allowing GCP to generate tasks, we use the GCP criterion to sample from the given candidate tasks. We adopt
the default hyperparameters value (i.e., aggressiveness of 1 and discounting factor of 0.5) in the original GCP
paper.

Results and discussion. The results on Omniglot and MiniImageNet are presented in Fig. 6. The results
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Table 5: Meta-test mean squared error (MSE) and standard deviation over 5 runs on Sinusoid regression.
Batch size: 1 5 10

5-shot 0.39± 0.16 0.46± 0.14 0.43± 0.10
10-shot 0.12± 0.03 0.12± 0.03 0.13± 0.03

Table 6: Meta-test accuracy (%) and standard deviation over 5 runs on Omniglot classification.
Batch size: 16 32 64

1-shot 20-way 89.1± 2.9 88.6± 3.0 88.8± 3.4

Table 7: Meta-test mean squared error (MSE) and standard deviation over 5 runs on Sinusoid regression.
No. of candidate tasks: 100 500 1000 2000
5-shot Sinusoid, k = 100 0.77± 0.19 0.48± 0.09 0.43± 0.10 0.40± 0.07
10-shot Sinusoid, k = 100 0.27± 0.10 0.19± 0.03 0.13± 0.03 0.11± 0.03

Table 8: Meta-test accuracy (%) and standard deviation over 5 runs.
No. of candidate tasks: 1000 2000 4000

1-shot 5-way Omniglot, k = 120 91.0± 3.3 91.9± 3.0 91.8± 3.0
1-shot 20-way Omniglot, k = 250 87.5± 2.6 88.6± 3.0 88.6± 2.6

show that our proposed MILT outperforms GCP. We think the reason is that GCP is designed to achieve the
best generalization performance on new classes during test time. However, MILT is designed to achieve the best
generalization performance on new tasks (but not necessarily new classes) during test time. MILT better fits our
general problem setting and thus achieves a better performance than GCP.

E.3 Performance Sensitivity to Number of Sub-tasks in a Task

In Sec. 5, we have mentioned that for Omniglot and MiniImageNet classifications, we have selected tasks in a batch
manner: Each task consists of 32 sub-tasks s.t. each sub-task is a 1-shot 5-way or 1-shot 20-way classification.
We refer to the number of sub-tasks in a task as the batch size. For this batch setting, the active task selection
criterion is the sum of the criterion over all sub-tasks (see footnote 14). Note that such a summation is exact if
we know a priori that all the sub-tasks in task t correspond to the same latent task vector Zt. Nevertheless, we
will investigate here whether the meta-test performance is sensitive to varying batch sizes.

For Sinusoid regression, we fix the total number of (5-shot or 10-shot) sub-tasks to be selected as 100 (e.g., when
the batch size is 10, k = 10) and the total number of sub-tasks in the candidate tasks to be 1000.15 For 1-shot
20-way Omniglot classification, we fix the total number of sub-tasks to be selected as 4000 and the total number
of sub-tasks in the candidate tasks to be 64000.

Tables 5 and 6 show results of Sinusoid regression and Omniglot classification, respectively. It can be observed
that the meta-test performance of MILT is similar across (and hence not so sensitive to) varying batch sizes
which are small compared to the total number of sub-tasks to be selected.

E.4 Performance Sensitivity to Number of Candidate Tasks

In Sec. 5, we have mentioned that we have generated a limited number of candidate tasks (i.e., 1000 for Sinusoid
regression and 2000 for Omniglot classification). We have argued in Sec. 5 that we did not generate a massive
number (≈ 200000) of candidate tasks since (a) it will require much more computation (linear in |T |, as shown in
Appendix B) to perform task selection and (b) only a limited number (≤ 250) of tasks will be selected. We will
investigate here whether the meta-test performance is sensitive to varying numbers of candidate tasks.

Tables 7 and 8 show results of Sinusoid regression and Omniglot classification, respectively. It can be observed
that increasing the number of candidate tasks tends to improve the meta-test performance. However, when the
number of candidate tasks becomes relatively large (respectively, 1000 and 2000 for Sinusoid and Omniglot), the
improvement in meta-test performance by further increasing the number of candidate tasks is marginal. This

15Doing so fixes the number of 5-shot or 10-shot sub-tasks that are available for selection.
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empirically supports our argument that our active task selection algorithm may not need such a massive number
of candidate tasks, like in previous works (Chen et al., 2021; Finn et al., 2017, 2018; Yoon et al., 2018), in order
to achieve reasonably competitive meta-test performance.

E.5 Generalization to Larger Remaining Sets

We have also performed experiments on using a larger remaining dataset to evaluate the meta-test performance
with varying ratios of remaining vs. sample dataset sizes from 1 to 20 given a fixed number R of data points in the
remaining datasets of all selected tasks. Table 9 shows that the meta-test performance degrades gracefully with
an increasing ratio due to a reduced diversity of selected tasks. This reveals that in the setting of meta-learning,
the meta-training task diversity plays an important role on the final meta-test performance.

Table 9: Meta-test MSE over 5 runs with varying ratios of remaining vs. sample dataset sizes given a fixed number
R of data points in the remaining datasets of all selected tasks.

Ratio 1 5 8 10 20
5-shot Sinusoid (R = 1000) 0.294 0.315 0.349 0.375 0.398
10-shot Sinusoid (R = 2000) 0.068 0.070 0.070 0.108 0.129

E.6 Comparison with Information-Theoretic Task Selection (Luna and Leonetti, 2020)

While it is complicated to generalize the existing active task selection algorithms to cater to our more general
problem setting (i.e., without making strong assumptions of the availability of contextual information or a
validation set (Sec. 6)), we have found a way to adapt the problem setting of the information-theoretic task
selection (ITTS) algorithm (Luna and Leonetti, 2020) to do so. A core assumption of ITTS is the availability of a
validation set that can accurately represent the entire (meta-test) task distribution. Such a strong assumption
contradicts the motivation of our active task selection problem, as discussed in Sec. 1. However, we can first
construct such a validation set by randomly selecting k′ < k candidate tasks as the validation set which we now
denote as V .16 Then, we actively select the rest of the (k − k′) tasks according to the ITTS criterion. In our
experiments, we set k′ = k/2.

Note that ITTS is conventionally designed for meta-reinforcement learning, but can be adapted to cater to
supervised meta-learning in our problem setting. The two key components of ITTS are (a) the quantification of
the difference between two tasks measured by KL divergence, and (b) the quantification of the relevance of a task
t to a task t′ measured by the difference in entropy. We adapt their meta-reinforcement learning framework into
our (probabilistic) supervised meta-learning framework, as follows:

(a) In the work of Luna and Leonetti (2020), the difference between two tasks t and t′ is measured as the averaged
KL divergence between their respective policies over the states of the validation tasks in V . For supervised
meta-learning, it is natural to consider the averaged KL divergence between their latent task beliefs over the
latent task vectors representing the tasks in V :

δ(t, t′) = EzV ∼p(zV )[KL(p(Zt = z|zV )‖p(Zt′ = z|zV ))] .

(b) The work of Luna and Leonetti (2020) has defined the relevance of task t to task t′ as the expected difference
in the entropy of the policies before and after learning (over the states of t′) w.r.t. the on-policy distribution
before learning. For supervised meta-learning, such a relevance translates to

ρ(t, t′) = H(Zt′ |Zt)−H(Zt) .

Apart from these two components, the rest of the ITTS algorithm follows the original implementation.

Fig. 7 shows results of Sinusoid regression comparing the meta-test performance of MILT vs. ITTS. It can be
observed that MILT outperforms ITTS for both 5-shot and 10-shot Sinusoid regression. Note that ITTS does

16To align with our problem setting where the remaining datasets for all tasks in A are acquired/observed for meta-
training only after A is selected by an active task selection algorithm (Sections 3 and 2), only the a priori known sample
datasets for all tasks in V are given during active task selection.
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not outperform random selection when k is not sufficiently large. This may be due to its validation set (whose
size k′ < k) not being highly representative of the distribution of meta-test tasks. As a result, the calculation of
the difference (see (a) above) using such a validation set can be misleading. When k is sufficiently large, the
validation set becomes representative enough for ITTS to perform better than random selection.
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Figure 6: Meta-test accuracy and standard error over 5 runs vs. no. k of selected tasks on (top) 1-shot 5-way
Omniglot, (middle) 1-shot 20-way Omniglot, and (bottom) 1-shot 5-way MiniImageNet.
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Figure 7: Meta-test mean squared error (MSE) and standard error over 5 runs vs. no. k of selected tasks on (a)
5-shot Sinusoid and (b) 10-shot Sinusoid.
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