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We describe an exact algorithm for the problem of sorting a permutation by the
minimum number of reversals, originating from evolutionary studies in molecu-

lar biology. Our approach is based on an integer linear programming formulation of a
graph-theoretic relaxation of the problem, calling for a decomposition of the edge set of
a bicolored graph into the maximum number of alternating cycles. The formulation has
one variable for each alternating cycle, and the associated linear programming relaxation
is solved by column generation.
A major advantage with respect to previous approaches is that the subproblem to face
in the column-generation phase no longer requires the solution of min-cost general match-
ing problems, but of min-cost bipartite matching problems. Experiments show that there is
a tremendous speed-up in going from general matching to bipartite matching, although
the best-known algorithms for the two problems have the same theoretical worst-case com-
plexity. We also show the worst-case ratio between the lower bound value obtained by our
new method and previous ones.
We illustrate the effectiveness of our approach through extensive computational exper-
iments. In particular, we can solve to proven optimality the largest real-world instances
from the literature in a few seconds, and the other (smaller) real-world instances within a
few milliseconds on a workstation. Moreover, we can solve to optimality random instances
with n = 100 within 3 seconds, and with n = 200 within 15 minutes, where n is the size
of the permutation, whereas the size of the instances solvable by previous approaches was
at most 100. We also describe a polynomial-time heuristic algorithm that consistently finds
solutions within 2% of the optimum for random instances with n up to 1000.
(Programming, Integer, Algorithms; Programming, Integer, Applications; Networks-Graphs,
Matchings; Analysis of Algorithms)

1. Introduction
Many among the most effective approaches to solve
combinatorial optimization problems are based on
the definition of an integer linear programming (ILP)
formulation and the solution of the associated linear

programming (LP) relaxation. A key issue for the suc-
cess of this scheme is the “strength” of the ILP formu-
lation, i.e., the fact that the optimal solution values of
the ILP and its LP relaxation are “reasonably close”
to each other. It is often a challenging task to derive
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