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Abstract Multi-modal retrieval is emerging as a new search
paradigm that enables seamless information retrieval from
various types of media. For example, users can simply snap
a movie poster to search for relevant reviews and trailers.
The mainstream solution to the problem is to learn a set of
mapping functions that project data from different modali-
ties into a common metric space in which conventional in-
dexing schemes for high-dimensional space can be applied.
Since the effectiveness of the mapping functions plays an
essential role in improving search quality, in this paper, we
exploit deep learning techniques to learn effective mapping
functions. In particular, we first propose a general learn-
ing objective that captures both intra-modal and inter-modal
semantic relationships of data from heterogeneous sources.
Then, we propose two learning algorithms based on the gen-
eral objective: (1) an unsupervised approach that uses stacked
auto-encoders (SAEs) and requires minimum prior knowl-
edge on the training data, and (2) a supervised approach us-
ing deep convolutional neural network (DCNN) and neural
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language model (NLM). Our training algorithms are mem-
ory efficient with respect to the data volume. Given a large
training dataset, we split it into mini-batches and adjust the
mapping functions continuously for each batch. Experimen-
tal results on three real datasets demonstrate that our pro-
posed methods achieve significant improvement in search
accuracy over the state-of-the-art solutions.

1 Introduction

The prevalence of social networking has significantly in-
creased the volume and velocity of information shared on
the Internet. A tremendous amount of data in various me-
dia types is being generated every day in social networking
systems. For instance, Twitter recently reported that over
340 million tweets were sent each day1, while Facebook
reported that around 300 million photos were created each
day2. These data, together with other domain specific data,
such as medical data, surveillance and sensory data, are big
data that can be exploited for insights and contextual obser-
vations. However, effective retrieval of such huge amounts
of media from heterogeneous sources remains a big chal-
lenge.

In this paper, we exploit deep learning techniques, which
have been successfully applied in processing media data [33,
29, 3], to solve the problem of large-scale information re-
trieval from multiple modalities. Each modality represents
one type of media such as text, image or video. Depending
on the heterogeneity of data sources, we have two types of
searches:

1. Intra-modal search has been extensively studied and
widely used in commercial systems. Examples include

1 https://blog.twitter.com/2012/twitter-turns-six
2 http://techcrunch.com/2012/08/22/how-big-is-facebooks-data-2-

5-billion-pieces-of-content-and-500-terabytes-ingested-every-day/
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web document retrieval via keyword queries and content-
based image retrieval.

2. Cross-modal search enables users to explore relevant
resources from different modalities. For example, a user
can use a tweet to retrieve relevant photos and videos
from other heterogeneous data sources. Meanwhile he
can search relevant textual descriptions or videos by sub-
mitting an interesting image as a query.

There has been a long stream of research on multi-modal
retrieval [45, 4, 44, 36, 30, 21, 43, 25]. These works follow
the same query processing strategy, which consists of two
major steps. First, a set of mapping functions are learned to
project data from different modalities into a common latent
space. Second, a multi-dimensional index for each modality
in the common space is built for efficient similarity retrieval.
Since the second step is a classic kNN problem and has been
extensively studied [16, 40, 42], we focus on the optimiza-
tion of the first step and propose two types of novel mapping
functions based on deep learning techniques.

We propose a general learning objective that effectively
captures both intra-modal and inter-modal semantic relation-
ships of data from heterogeneous sources. In particular, we
differentiate modalities in terms of their representations’ abil-
ity to capture semantic information and robustness when
noisy data are involved. The modalities with better repre-
sentations are assigned with higher weight for the sake of
learning more effective mapping functions. Based on the ob-
jective function, we design an unsupervised algorithm us-
ing stacked auto-encoders (SAEs). SAE is a deep learning
model that has been widely applied in many unsupervised
feature learning and classification tasks [31, 38, 13, 34]. If
the media are annotated with semantic labels, we design a
supervised algorithm to realize the learning objective. The
supervised approach uses a deep convolutional neural net-
work (DCNN) and neural language model (NLM). It ex-
ploits the label information, thus can learn robust mapping
functions against noisy input data. DCNN and NLM have
shown great success in learning image features [20, 10, 8]
and text features [33, 28] respectively.

Compared with existing solutions for multi-modal re-
trieval, our approaches exhibit three major advantages. First,
our mapping functions are non-linear and are more expres-
sive than the linear projections used in IMH [36] and CVH [21].
The deep structures of our models can capture more abstract
concepts at higher layers, which is very useful in model-
ing categorical information of data for effective retrieval.
Second, we require minimum prior knowledge in the train-
ing. Our unsupervised approach only needs relevant data
pairs from different modalities as the training input. The
supervised approach requires additional labels for the me-
dia objects. In contrast, MLBE [43] and IMH [36] require a
big similarity matrix of intra-modal data for each modality.
LSCMR [25] uses training examples, each of which con-

sists of a list of objects ranked according to their relevance
(based on manual labels) to the first object. Third, our train-
ing process is memory efficient because we split the train-
ing dataset into mini-batches and iteratively load and train
each mini-batch in memory. However, many existing works
(e.g., CVH, IMH) have to load the whole training dataset
into memory which is infeasible when the training dataset is
too large.

In summary, the main contributions of this paper are:

– We propose a general learning objective for learning map-
ping functions to project data from different modalities
into a common latent space for multi-modal retrieval.
The learning objective differentiate modalities in terms
of their input features’ quality of capturing semantics.

– We realize the general learning objective by one unsu-
pervised approach and one supervised approach based
on deep learning techniques.

– We conduct extensive experiments on three real datasets
to evaluate our proposed mapping mechanisms. Experi-
mental results show that the performance of our method
is superior to state-of-the-art methods.

The remainder of the paper is organized as follows. Prob-
lem statements and overview are provided in Section 2 and
Section 3. After that, we describe the unsupervised and su-
pervised approaches in Section 4 and Section 5 respectively.
Query processing is presented in Section 6. We discuss re-
lated works in Section 7 and present our experimental study
in Section 8. We conclude our paper in Section 9. This work
is an extended version of [39] which proposed an unsuper-
vised learning algorithm for multi-modal retrieval. We add a
supervised learning algorithm as a new contribution in this
work. We also revise Section 3 to unify the learning objec-
tive of the two approaches. Section 5 and Section 8.3 are
newly added for describing the supervised approach and its
experimental results.

2 Problem Statements

In our data model, the database D consists of objects from
multiple modalities. For ease of presentation, we use im-
ages and text as two sample modalities to explain our idea,
i.e., we assume that D = DI

⋃
DT . To conduct multi-modal

retrieval, we need a relevance measurement for the query
and the database object. However, the database consists of
objects from different modalities, there is no such widely
accepted measurement. A common approach is to learn a
set of mapping functions that project the original feature
vectors into a common latent space such that semantically
relevant objects (e.g., image and its tags) are located close.
Consequently, our problem includes the following two sub-
problems.
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Fig. 1: Flowchart of multi-modal retrieval framework. Step
1 is offline model training that learns mapping functions.
Step 2 is offline indexing that maps source objects into latent
features and creates proper indexes. Step 3 is online multi-
modal kNN query processing.

Definition 1 Common Latent Space Mapping
Given an image x ∈ DI and a text document y ∈ DT , find
two mapping functions fI : DI → Z and fT : DT → Z
such that if x and y are semantically relevant, the distance
between fI(x) and fT (y) in the common latent space Z,
denoted by distZ(fI(x), fT (y)), is small.

The common latent space mapping provides a unified
approach to measuring distance of objects from different
modalities. As long as all objects can be mapped into the
same latent space, they become comparable. Once the map-
ping functions fI and fT have been determined, the multi-
modal search can then be transformed into the classic kNN
problem, defined as following:

Definition 2 Multi-Modal Search
Given a query object Q ∈ Dq and a target domain Dt (q, t ∈
{I, T}), find a set O ⊂ Dt with k objects such that ∀o ∈ O
and o′ ∈ Dt/O, distZ(fq(Q), ft(o

′)) ≥ distZ(fq(Q), ft(o)).

Since both q and t have two choices, four types of queries
can be derived, namely Qq→t and q, t ∈ {I, T}. For in-
stance, QI→T searches relevant text in DT given an image
from DI . By mapping objects from different high-dimensional
feature spaces into a low-dimensional latent space, queries
can be efficiently processed using existing multi-dimensional
indexes [16, 40]. Our goal is then to learn a set of effective
mapping functions which preserve well both intra-modal se-
mantics (i.e., semantic relationships within each modality)
and inter-modal semantics (i.e., semantic relationships across
modalities) in the latent space. The effectiveness of map-
ping functions is measured by the accuracy of multi-modal
retrieval using latent features.

3 Overview of Multi-modal Retrieval

The flowchart of our multi-modal retrieval framework is il-
lustrated in Figure 1. It consists of three main steps: 1) of-

fline model training 2) offline indexing 3) online kNN query
processing. In step 1, relevant image-text pairs are used as
input training data to learn the mapping functions. For exam-
ple, image-text pairs can be collected from Flickr where the
text features are extracted from tags and descriptions for im-
ages. If they are associated with additional semantic labels
(e.g., categories), we use a supervised training algorithm.
Otherwise, an unsupervised training approach is used. After
step 1, we can obtain a mapping function fm : Dm → Z
for each modality m ∈ {I, T}. In step 2, objects from dif-
ferent modalities are first mapped into the common space Z
by function fm. With such unified representation, the latent
features from the same modality are then inserted into a high
dimensional index for kNN query processing. When a query
Q ∈ Dm comes, it is first mapped into Z using its modal-
specific mapping function fm. Based on the query type, k
nearest neighbors are retrieved from the index built for the
target modality and returned to the user. For example, image
index is used for queries of type QI→I and QT→I against
the image database.

General learning objective A good objective function
plays a crucial role in learning effective mapping functions.
In our multi-modal search framework, we design a general
learning objective function L. By taking into account the
image and text modalities, our objective function is defined
as follows:

L = βILI + βTLT + LI,T + ξ(θ) (1)

where Lm, m ∈ {I, T} is called the intra-modal loss to
reflect how well the intra-modal semantics are captured by
the latent features. The smaller the loss, the more effec-
tive the learned mapping functions are. LI,T is called the
inter-modal loss which is designed to capture inter-modal
semantics. The last term is used as regularization to prevent
over-fitting [14] (L2 Norm is used in our experiment). θ de-
notes all parameters involved in the mapping functions. βm,
m ∈ {I, T} denotes the weight of the loss for modality m
in the objective function. We observe in our training pro-
cess that assigning different weights to different modalities
according to the nature of its data offers better performance
than treating them equally. For the modality with lower qual-
ity input feature (due to noisy data or poor data representa-
tion), we assign smaller weight for its intra-modal loss in
the objective function. The intuition of setting βI and βT in
this way is that, by relaxing the constraints on intra-modal
loss, we enforce the inter-modal constraints. Consequently,
the intra-modal semantics of the modality with lower qual-
ity input feature can be preserved or even enhanced through
their inter-modal relationships with high-quality modalities.
Details of setting βI and βT will be discussed in Section 4.3
and Section 5.3.

Training Training is to find the optimal parameters in-
volved in the mapping functions that minimizesL. Two types
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Fig. 2: Flowchart of training. Relevant images (or text) are associated with the same shape (e.g.,�). In single-modal training,
objects of same shape and modality are moving close to each other. In multi-modal training, objects of same shape from all
modalities are moving close to each other.
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Fig. 3: Model of MSAE, which consists of one SAE for each
modality. The trained SAE maps input data into latent fea-
tures.

of mapping functions are proposed in this paper. One is trained
by an unsupervised algorithm, which uses simple image-
text pairs for training. No other prior knowledge is required.
The other one is trained by a supervised algorithm which
exploits additional label information to learn robust map-
ping functions against noisy training data. For both mapping
functions, we design a two-stage training procedure to find
the optimal parameters. A complete training process is illus-
trated in Figure 2. In stage I, one mapping function is trained
independently for each modality with the objective to map
similar features in one modality close to each other in the
latent space. This training stage serves as the pre-training of
stage II by providing a good initialization for the parame-
ters. In stage II, we jointly optimize Equation 1 to capture
both intra-modal semantics and inter-modal semantics. The
learned mapping functions project semantically relevant ob-
jects close to each other in the latent space as shown in the
figure.
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Encoder Decoder
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𝑊1, 𝑏1 

Fig. 4: Auto-Encoder

4 Unsupervised Approach – MSAE

In this section, we propose an unsupervised learning algo-
rithm called MSAE (Multi-modal Stacked Auto-Encoders)
to learn the mapping function fI and fT . The model is shown
in Figure 3. We first present the preliminary knowledge of
auto-encoder and stacked auto-encoders. Based on stacked
auto-encoders, we address how to define the terms LI , LT
and LI,T in our general objective learning function in Equa-
tion 1.

4.1 Background: Auto-encoder & Stacked Auto-encoder

Auto-encoder Auto-encoder has been widely used in unsu-
pervised feature learning and classification tasks [31, 38, 13,
34]. It can be seen as a special neural network with three lay-
ers – the input layer, the latent layer, and the reconstruction
layer. As shown in Figure 4, the raw input feature x0 ∈ Rd0
in the input layer is encoded into latent feature x1 ∈ Rd1
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via a deterministic mapping fe:

x1 = fe(x0) = se(W
T
1 x0 + b1) (2)

where se is the activation function of the encoder, W1 ∈
Rd0×d1 is a weight matrix and b1 ∈ Rd1 is a bias vector.
The latent feature x1 is then decoded back to x2 ∈ Rd0 via
another mapping function fd:

x2 = fd(x1) = sd(W
T
2 x1 + b2) (3)

Similarly, sd is the activation function of the decoder with
parameters {W2, b2}, W2 ∈ Rd1×d0 , b2 ∈ Rd0 . Sigmoid
function or Tanh function is typically used as the activation
functions se and sd. The parameters {W1,W2, b1, b2} of
the auto-encoder are learned with the objective of minimiz-
ing the difference (called reconstruction error) between the
raw input x0 and the reconstruction output x2. Squared Eu-
clidean distance, negative log likelihood and cross-entropy
are often used to measure the reconstruction error. By mini-
mizing the reconstruction error, we can use the latent feature
to reconstruct the original input with minimum information
loss. In this way, the latent feature preserves regularities (or
semantics) of the input data.

Stacked Auto-encoder Stacked Auto-encoders (SAE)
are constructed by stacking multiple (e.g., h) auto-encoders.
The input feature vector x0 is fed to the bottom auto-encoder.
After training the bottom auto-encoder, the latent represen-
tation x1 is propagated to the higher auto-encoder. The same
procedure is repeated until all the auto-encoders are trained.
The latent representation xh from the top (i.e., h-th) auto-
encoder, is the output of the stacked auto-encoders, which
can be further fed into other applications, such as SVM for
classification. The stacked auto-encoders can be fine tuned
by minimizing the reconstruction error between the input
feature x0 and the reconstruction feature x2h which is com-
puted by forwarding the x0 through all encoders and then
through all decoders as shown in Figure 5. In this way, the
output feature xh can reconstruct the input feature with min-
imal information loss. In other words, xh preserves regular-
ities (or semantics) of the input data x0.
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Fig. 5: Fine-tune Stacked Auto-Encoders
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Fig. 6: Distribution of image (6a) and text (6b) features ex-
tracted from NUS-WIDE training dataset (See Section 8).
Each figure is generated by averaging the units for each fea-
ture vector, and then plot the histogram for all data.

4.2 Realization of the Learning Objective in MSAE

4.2.1 Modeling Intra-modal Semantics of Data

We extend SAEs to model intra-modal losses in the general
learning objective (Equation 1). Specifically, LI and LT are
modeled as the reconstruction errors for the image SAE and
the text SAE respectively. Intuitively, if the two reconstruc-
tion errors are small, the latent features generated by the top
auto-encoder would be able to reconstruct the original input
well, and consequently, capture the regularities of the input
data well. This implies that, with small reconstruction er-
ror, two objects from the same modality that are similar in
the original space would also be close in the latent space. In
this way, we are able to capture the intra-modal semantics
of data by minimizing LI and LT respectively. But to use
SAEs, we have to design the decoders of the bottom auto-
encoders carefully to handle different input features.

The raw (input) feature of an image is a high-dimensional
real-valued vector (e.g., color histogram or bag-of-visual-
words). In the encoder, each input image feature is mapped
to a latent vector using Sigmoid function as the activation
function se (Equation 2). However, in the decoder, the Sig-
moid activation function, whose range is [0,1], performs poorly
on reconstruction because the raw input unit (referring to
one dimension) is not necessarily within [0,1]. To solve this
issue, we follow Hinton [14] and model the raw input unit
as a linear unit with independent Gaussian noise. As shown
in Figure 6a, the average unit value of image feature typi-
cally follows Gaussian distribution. When the input data is
normalized with zero mean and unit variance, the Gaussian
noise term can be omitted. In this case, we use an identity
function for the activation function sd in the bottom decoder.
Let x0 denote the input image feature vector, x2h denote the
feature vector reconstructed from the top latent feature xh (h
is the depth of the stacked auto-encoders). Using Euclidean
distance to measure the reconstruction error, we define LI
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for x0 as:

LI(x0) = ||x0 − x2h||22 (4)

The raw (input) feature of text is a word count vector or
tag occurrence vector 3. We adopt the Rate Adapting Poisson
model [32] for reconstruction because the histogram for the
average value of text input unit generally follows Poisson
distribution (Figure 6b). In this model, the activation func-
tion in the bottom decoder is

x2h = sd(z2h) = l
ez2h∑
j e
z2hj

(5)

where l =
∑
j x0j is the number of words in the input text,

and z2h = WT
2hx2h−1 + b2h. The probability of a recon-

struction unit x2hi being the same as the input unit x0i is:

p(x2hi = x0i) = Pois(x0i , x2hi) (6)

where Pois(n, λ) = e−λλn

n! . Based on Equation 6, we define
LT using negative log likelihood:

LT (x0) = −log
∏
i

p(x2hi = x0i) (7)

By minimizing LT , we require x2h to be similar as x0. In
other words, the latent feature xh is trained to reconstruct
the input feature well, and thus preserves the regularities of
the input data well.

4.2.2 Modeling Inter-modal Semantics of Data

Given one relevant image-text pair (x0, y0), we forward them
through the encoders of their stacked auto-encoders to gen-
erate latent feature vectors (xh, yh) (h is the height of the
SAE). The inter-modal loss is then defined as,

LI,T (x0, y0) = dist(xh, yh) = ||xh − yh||22 (8)

By minimizing LI,T , we capture the inter-modal semantics
of data. The intuition is quite straightforward: if two objects
x0 and y0 are relevant, the distance between their latent fea-
tures xh and yh shall be small.

4.3 Training

Following the training flow shown in Figure 2, in stage I we
train a SAE for the image modality and a SAE for the text
modality separately. Back-Propagation [22] (see Appendix)
is used to calculate the gradients of the objective loss, i.e.,
LI orLT , w.r.t., the parameters. Then the parameters are up-
dated according to mini-batch Stochastic Gradient Descent
(SGD) (see Appendix), which averages the gradients con-
tributed by a mini-batch of training records (images or text

3 The binary value for each dimension indicates whether the corre-
sponding tag appears or not.

documents) and then adjusts the parameters. The learned
image and text SAEs are fine-tuned in stage II by Back-
Propagation and mini-batch SGD with the objective to find
the optimal parameters that minimize the learning objective
(Equation 1). In our experiment, we observe that the train-
ing would be more stable if we alternatively adjust one SAE
with the other SAE fixed.

Setting βI & βT βI and βT are the weights of the re-
construction error of image and text SAEs respectively in the
objective function (Equation 1). As mentioned in Section 3,
they are set based on the quality of each modality’s raw (in-
put) feature. We use an example to illustrate the intuition.
Consider a relevant object pair (x0, y0) from modality x and
y. Assume x’s feature is of low quality in capturing seman-
tics (e.g., due to noise) while y’s feature is of high quality.
If xh and yh are the latent features generated by minimizing
the reconstruction error, then yh can preserve the semantics
well while xh is not as meaningful due to the low quality of
x0. To solve this problem, we combine the inter-modal dis-
tance between xh and yh in the learning objective function
and assign smaller weight to the reconstruction error of x0.
This is the same as increasing the weight of the inter-modal
distance from xh to yh. As a result, the training algorithm
will move xh towards yh to make their distance smaller. In
this way, the semantics of low quality xh could be enhanced
by the high quality feature yh.

In the experiment, we evaluate the quality of each modal-
ity’s raw feature on a validation dataset by performing intra-
modal search against the latent features learned in single-
modal training. Modality with worse search performance is
assigned a smaller weight. Notice that, because the dimen-
sions of the latent space and the original space are usually
of different orders of magnitude, the scale of LI , LT and
LI,T are different. In the experiment, we also scale βI and
βT to make the losses comparable, i.e., within an order of
magnitude.

5 Supervised Approach–MDNN

In this section, we propose a supervised learning algorithm
called MDNN (Multi-modal Deep Neural Network) based
on a deep convolutional neural network (DCNN) model and
a neural language model (NLM) to learn mapping functions
for the image modality and the text modality respectively.
The model is shown in Figure 7. First, we provide some
background on DCNN and NLM. Second, we extend one
DCNN [20] and one NLM [28] to model intra-modal losses
involved in the general learning objective (Equation 1). Third,
the inter-modal loss is specified and combined with the intra-
modal losses to realize the general learning objective. Fi-
nally, we describe the training details.
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image modality, and one Skip-Gram + MLP for text modal-
ity. The trained DCNN (or Skip-Gram + MLP) maps input
data into latent features.

5.1 Background: Deep Convolutional Neural Network &
Neural Language Model

Deep Convolutional Neural Network (DCNN) DCNN has
shown great success in computer vision tasks [8, 10] since
the first DCNN (called AlexNet) was proposed by Alex [20].
It has specialized connectivity structure, which usually con-
sists of multiple convolutional layers followed by fully con-
nected layers. These layers form stacked, multiple-staged
feature extractors, with higher layers generating more ab-
stract features from lower ones. On top of the feature ex-
tractor layers, there is a classification layer. Please refer to
[20] for a more comprehensive review of DCNN.

The input to DCNN is raw image pixels such as an RGB
vector, which is forwarded through all feature extractor lay-
ers to generate a feature vector that is a high-level abstrac-
tion of the input data. The training data of DCNN consists
of image-label pairs. Let x denote the image raw feature and
fI(x) the feature vector extracted from DCNN. t is the bi-
nary label vector of x. If x is associated with the i-th label
li, ti is set to 1 and all other elements are set to 0. fI(x) is
forwarded to the classification layer to predict the final out-
put p(x), where pi(x) is the probability of x being labelled
with li. Given x and fI(x), pi(x) is defined as:

pi(x) =
efI(x)i∑
j e
fI(x)j

(9)

which is a softmax function. Based on Equation 9, we de-
fine the prediction error, or softmax loss as the negative log
likelihood:

LI(x, t) = −
∑
i

ti log pi(x) (10)

Neural Language Model (NLM) NLMs, first introduced
in [2], learn a dense feature vector for each word or phrase,
called a distributed representation or a word embedding. Among
them, the Skip-Gram model (SGM) [28] proposed by Mikolov
et al. is the state-of-the-art. Given a word a and context b that

co-occur, SGM models the conditional probability p(a|b)
using softmax:

p(a|b) = eva·vb∑
ã e

vã·vb
(11)

where va and vb are vector representations of word a and
context b respectively. The denominator

∑
ã e

vã·vb is ex-
pensive to calculate given a large vocabulary, where ã is
any word in the vocabulary. Thus, approximations were pro-
posed to estimate it [28]. Given a corpus of sentences, SGM
is trained to learn vector representations v by maximizing
Equation 11 over all co-occurring pairs.

The learned dense vectors can be used to construct a
dense vector for one sentence or document (e.g., by averag-
ing), or to calculate the similarity of two words, e.g., using
the cosine similarity function.

5.2 Realization of the Learning Objective in MDNN

5.2.1 Modeling Intra-modal Semantics of Data

Having witnessed the outstanding performance of DCNNs
in learning features for visual data [8, 10], and NLMs in
learning features for text data [33], we extend one instance
of DCNN – AlexNet [20] and one instance of NLM – Skip-
Gram model (SGM) [28] to model the intra-modal seman-
tics of images and text respectively.

Image We employ AlexNet to serve as the mapping func-
tion fI for image modality. An image x is represented by an
RGB vector. The feature vector fI(x) learned by AlexNet
is used to predict the associated labels of x. However, the
objective of the original AlexNet is to predict single label of
an image while in our case images are annotated with mul-
tiple labels. We thus follow [11] to extend the softmax loss
(Equation 10) to handle multiple labels as follows:

LI(x, t) = −
1∑
i ti

∑
i

ti log pi(x) (12)

where pi(x) is defined in Equation 9. Different from SAE,
which models reconstruction error to preserve intra-modal
semantics, the extended AlexNet tries to minimize the pre-
diction error LI shown in Equation 12. By minimizing pre-
diction error, we require the learned high-level feature vec-
tors fI(x) to be discriminative in predicting labels. Images
with similar labels shall have similar feature vectors. In this
way, the intra-modal semantics are preserved.

Text We extend SGM to learn the mapping function fT
for text modality. Due to the noisy nature of text (e.g., tags)
associated with images [23], directly training the SGM over
the tags would carry noise into the learned features. How-
ever, labels associated with images are carefully annotated
and are more accurate. Hence, we extend the SGM to inte-
grate label information so as to learn robust features against
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noisy text (tags). The main idea is, we first train a SGM [28],
treating all tags associated with one image as an input sen-
tence. After training, we obtain one word embedding for
each tag. By averaging word embeddings of all tags of one
image, we create one text feature vector for those tags. Sec-
ond, we build a Multi-Layer Perceptron (MLP) with two
hidden layers on top of the SGM. The text feature vectors
are fed into the MLP to predict image labels. Let y denote
the input text (e.g., a set of image tags), ỹ denote the av-
eraged word embedding generated by SGM for tags in y.
MLP together with SGM serves as the mapping function fT
for the text modality,

fT (y) = W2 · s(W1ỹ + b1) + b2 (13)

s(v) = max(0, v) (14)

where W1 and W2 are weight matrices, b1 and b2 are bias
vectors, and s() is the ReLU activation function [20]4. The
loss function of MLP is similar to that of the extended AlexNet
for image label prediction:

LT (y, t) = −
1∑
i ti

∑
i

log qi(y) (15)

qi(y) =
efT (y)i∑
j e
fT (y)j

(16)

We require the learned text latent features fT (y) to be dis-
criminative for predicting labels. In this way, we model the
intra-modal semantics for the text modality 5.

5.2.2 Modeling Inter-modal Semantics of Data

After extending the AlexNet and Skip-Gram model to pre-
serve the intra-modal semantics for images and text respec-
tively, we jointly learn the latent features for image and text
to preserve the inter-modal semantics. We follow the gen-
eral learning objective in Equation 1 and realize LI and LT
using Equation 12 and 15 respectively. Euclidean distance
is used to measure the difference of the latent features for
an image-text pair, i.e., LI,T is defined similarly as in Equa-
tion 8. By minimizing the distance of latent features for an
image-text pair, we require their latent features to be closer
in the latent space. In this way, the inter-modal semantics are
preserved.

5.3 Training

Similar to the training of MSAE, the training of MDNN con-
sists of two steps. The first step trains the extended AlexNet

4 We tried both the Sigmoid function and ReLU activation function
for s(). ReLU offers better performance.

5 Notice that in our model, we fix the word vectors learned by SGM.
It can also be fine-tuned by integrating the objective of SGM (Equa-
tion 11) into Equation 15.
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and the extended NLM (i.e., MLP+Skip-Gram) separately6.
The learned parameters are used to initialize the joint model.
All training is conducted by Back-Propagation using mini-
batch SGD (see Appendix) to minimize the objective loss
(Equation 1).

Setting βI & βT In the unsupervised training, we assign
larger βI to make the training prone to preserve the intra-
modal semantics of images if the input image feature is of
higher quality than the text input feature, and vice versa.
For supervised training, since the intra-modal semantics are
preserved based on reliable labels, we do not distinguish the
image modality from the text one in the joint training. Hence
βI and βT are set to the same value. In the experiment, we
set βI = βT = 1. To make the three losses within one order
of magnitude, we scale the inter-modal distance by 0.01.

6 Query Processing

After the unsupervised (or supervised) training, each modal-
ity has a mapping function. Given a set of heterogeneous
data sources, high-dimensional raw features (e.g., bag-of-
visual-words or RGB feature for images) are extracted from
each source and mapped into a common latent space using
the learned mapping functions. In MSAE, we use the image
(resp. text) SAE to project image (resp. text) input features
into the latent space. In MDNN, we use the extended DCNN
(resp. extended NLM) to map the image (resp. text) input
feature into the common latent space.

After the mapping, we create VA-Files [40] over the la-
tent features (one per modality). VA-File is a classic index
that can overcome the curse of dimensionality when answer-
ing nearest neighbor queries. It encodes each data point into
a bitmap and the whole bitmap file is loaded into memory
for efficient scanning and filtering. Only a small number

6 In our experiment, we use the parameters trained by Caffe [18]
to initialize the AlexNet to accelerate the training. We use Gen-
sim (http://radimrehurek.com/gensim/) to train the Skip-
Gram model with the dimension of word vectors being 100.
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of real data points will be loaded into memory for verifi-
cation. Given a query input, we check its media type and
map it into the latent space through its modal-specific map-
ping function. Next, intra-modal and inter-modal searches
are conducted against the corresponding index (i.e., the VA-
File) shown in Figure 8. For example, the task of searching
relevant tags of one image, i.e., QI→T , is processed by the
index for the text latent vectors.

To further improve the search efficiency, we convert the
real-valued latent features into binary features, and search
based on Hamming distance. The conversion is conducted
using existing hash methods that preserve the neighborhood
relationship. For example, in our experiment (Section 8.2),
we use Spectral Hashing [41] , which converts real-valued
vectors (data points) into binary codes with the objective to
minimize the Hamming distance of data points that are close
in the original Euclidean space. Other hashing approaches
like [35, 12] are also applicable.

The conversion from real-valued features to binary fea-
tures trades off effectiveness for efficiency. Since there is
information loss when real-valued data is converted to bina-
ries, it affects the retrieval performance. We study the trade-
off between efficiency and effectiveness on binary features
and real-valued features in the experiment section.

7 Related Work

The key problem of multi-modal retrieval is to find an effec-
tive mapping mechanism, which maps data from different
modalities into a common latent space. An effective map-
ping mechanism would preserve both intra-modal semantics
and inter-modal semantics well in the latent space, and thus
generates good retrieval performance.

Linear projection has been studied to solve this prob-
lem [21, 36, 44]. The main idea is to find a linear projec-
tion matrix for each modality that maps semantic relevant
data into similar latent vectors. However, when the distribu-
tion of the original data is non-linear, it would be hard to
find a set of effective projection matrices. CVH [21] extends
the Spectral Hashing [41] to multi-modal data by finding a
linear projection for each modality that minimizes the Eu-
clidean distance of relevant data in the latent space. Sim-
ilarity matrices for both inter-modal data and intra-modal
data are required to learn a set of good mapping functions.
IMH [36] learns the latent features of all training data first
before it finds a hash function to fit the input data and output
latent features, which could be computationally expensive.
LCMH [44] exploits the intra-modal correlations by repre-
senting data from each modality using its distance to cluster
centroids of the training data. Projection matrices are then
learned to minimize the distance of relevant data (e.g., im-
age and tags) from different modalities.

Other recent works include CMSSH [4], MLBE [43] and
LSCMR [25]. CMSSH uses a boosting method to learn the
projection function for each dimension of the latent space.
However, it requires prior knowledge such as semantic rel-
evant and irrelevant pairs. MLBE explores correlations of
data (both inter-modal and intra-modal similarity matrices)
to learn latent features of training data using a probabilistic
graphic model. Given a query, it is converted into the la-
tent space based on its correlation with the training data.
Such correlation is decided by labels associated with the
query. However, labels of a query are usually not available
in practice, which makes it hard to obtain its correlation with
the training data. LSCMR [25] learns the mapping func-
tions with the objective to optimize the ranking criteria (e.g.,
MAP) directly. Ranking examples (a ranking example is a
query and its ranking list) are needed for training. In our al-
gorithm, we use simple relevant pairs (e.g., image and its
tags) as training input. Thus no prior knowledge such as ir-
relevant pairs, similarity matrix, ranking examples and la-
bels of queries, is needed.

Multi-modal deep learning [29, 37] extends deep learn-
ing to multi-modal scenario. [37] combines two Deep Boltz-
mann Machines (DBM) (one for image, one for text) with a
common latent layer to construct a Multi-modal DBM. [29]
constructs a Bimodal deep auto-encoder with two deep auto-
encoders (one for audio, one for video). Both two models
aim to improve the classification accuracy of objects with
features from multiple modalities. Thus they combine dif-
ferent features to learn a good (high dimensional) latent fea-
ture. In this paper, we aim to represent data with low-dimensional
latent features to enable effective and efficient multi-modal
retrieval, where both queries and database objects may have
features from only one modality. DeViSE [9] from Google
shares similar idea with our supervised training algorithm. It
embeds image features into text space, which are then used
to retrieve similar text features for zero-shot learning. Notice
that the text features used in DeViSE to learn the embedding
function are generated from high-quality labels. However, in
multi-modal retrieval, queries usually do not come with la-
bels and text features are generated from noisy tags. This
makes DeViSE less effective in learning robust latent fea-
tures against noisy input.

8 Experimental Study

This section provides an extensive performance study of our
solution in comparison with the state-of-the-art methods. We
examine both efficiency and effectiveness of our method in-
cluding training overhead, query processing time and accu-
racy. Visualization of the training process is also provided
to help understand the algorithms. All experiments are con-
ducted on CentOS 6.4 using CUDA 5.5 with NVIDIA GPU
(GeForce GTX TITAN). The size of main memory is 64GB
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and the size GPU memory is 6GB. The code and hyper-
parameter settings are available online 7. In the rest of this
section, we first introduce our evaluation metrics, and then
study the performance of unsupervised approach and super-
vised approach respectively.

8.1 Evaluation Metrics

We evaluate the effectiveness of the mapping mechanism
by measuring the accuracy of the multi-modal search, i.e.,
Qq→t(q, t ∈ {T, I}), using the mapped latent features. With-
out specifications, searches are conducted against real-valued
latent features using Euclidean distance. We use Mean Aver-
age Precision (MAP) [27], one of the standard information
retrieval metrics, as the major evaluation metric. Given a set
of queries, the Average Precision (AP) for each query q is
calculated as,

AP (q) =

∑R
k=1 P (k)δ(k)∑R

j=1 δ(j)
(17)

where R is the size of the test dataset; δ(k) = 1 if the k-th
result is relevant, otherwise δ(k) = 0; P (k) is the precision
of the result ranked at position k, which is the fraction of true
relevant documents in the top k results. By averaging AP
for all queries, we get the MAP score. The larger the MAP
score, the better the search performance. In addition to MAP,
we measure the precision and recall of search tasks. Given
a query, the ground truth is defined as: if a result shares at
least one common label (or category) with the query, it is
considered as a relevant result; otherwise it is irrelevant.

Besides effectiveness, we also evaluate the training over-
head in terms of time cost and memory consumption. In ad-
dition, we report query processing time.

8.2 Experimental Study of Unsupervised Approach

First, we describe the datasets used for unsupervised train-
ing. Second, an analysis of the training process by visual-
ization is presented. Last, comparison with previous works,
including CVH [21], CMSSH [4] and LCMH [44] are pro-
vided. 8

8.2.1 Datasets

Unsupervised training requires relevant image text pairs, which
are easy to collect. We use three datasets to evaluate the
performance—NUS-WIDE [5], Wiki [30] and Flickr1M [17].

7 http://www.comp.nus.edu.sg/˜wangwei/code
8 The code and parameter configurations for CVH and CMSSH

are available online at http://www.cse.ust.hk/˜dyyeung/
code/mlbe.zip; The code for LCMH is provided by the authors.
Parameters are set according to the suggestions provided in the paper.

Table 1: Statistics of Datasets for Unsupervised Training

Dataset NUS-WIDE Wiki Flickr1M
Total size 190,421 2,866 1,000,000
Training set 60,000 2,000 975,000
Validation set 10,000 366 6,000
Test set 120,421 500 6,000
Average Text Length 6 131 5

NUS-WIDE The dataset contains 269,648 images from
Flickr, with each image associated with 6 tags on average.
We refer to the image and its tags as an image-text pair.
There are 81 ground truth labels manually annotated for
evaluation. Following previous works [24, 44], we extract
190,421 image-text pairs annotated with the most frequent
21 labels and split them into three subsets for training, vali-
dation and test respectively. The size of each subset is shown
in Table 1. For validation (resp. test), 100 (resp. 1000) queries
are randomly selected from the validation (resp. test) dataset.
Image and text features are provided in the dataset [5]. For
images, SIFT features are extracted and clustered into 500
visual words. Hence, an image is represented by a 500 di-
mensional bag-of-visual-words vector. Its associated tags are
represented by a 1, 000 dimensional tag occurrence vector.

Wiki This dataset contains 2,866 image-text pairs from
the Wikipedia’s featured articles. An article in Wikipedia
contains multiple sections. The text and its associated im-
age in one section is considered as an image-text pair. Every
image-text pair has a label inherited from the article’s cate-
gory (there are 10 categories in total). We randomly split the
dataset into three subsets as shown in Table 1. For validation
(resp. test), we randomly select 50 (resp. 100) pairs from
the validation (resp. test) set as the query set. Images are
represented by 128 dimensional bag-of-visual-words vec-
tors based on SIFT feature. For text, we construct a vocab-
ulary with the most frequent 1,000 words excluding stop
words, and represent one text section by 1,000 dimensional
word count vector like [25]. The average number of words
in one section is 131 which is much higher than that in NUS-
WIDE. To avoid overflow in Equation 6 and smooth the text
input, we normalize each unit x as log(x+ 1) [32].

Flickr1M This dataset contains 1 million images asso-
ciated with tags from Flickr. 25,000 of them are annotated
with labels (there are 38 labels in total). The image feature
is a 3,857 dimensional vector concatenated by SIFT fea-
ture, color histogram, etc [37]. Like NUS-WIDE, the text
feature is represented by a tag occurrence vector with 2,000
dimensions. All the image-text pairs without annotations are
used for training. For validation and test, we randomly se-
lect 6,000 pairs with annotations respectively, among which
1,000 pairs are used as queries.
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Before training, we use ZCA whitening [19] to normal-
ize each dimension of image feature to have zero mean and
unit variance.

8.2.2 Training Visualization

In this section we visualize the training process of MSAE
using the NUS-WIDE dataset as an example to help under-
stand the intuition of the training algorithm and the setting of
the weight parameters, i.e., βI and βT . Our goal is to learn
a set of effective mapping functions such that the mapped
latent features capture both intra-modal semantics and inter-
modal semantics well. Generally, the inter-modal semantics
is preserved by minimizing the distance of the latent fea-
tures of relevant inter-modal pairs. The intra-modal seman-
tics is preserved by minimizing the reconstruction error of
each SAE and through inter-modal semantics (see Section 4
for details).

First, following the training procedure in Section 4, we
train a 4-layer image SAE with the dimension of each layer
as 500→ 128→ 16→ 2. Similarly, a 4-layer text SAE (the
structure is 1000 → 128 → 16 → 2) is trained9. There is
no standard guideline for setting the number of latent layers
and units in each latent layer for deep learning [1]. In all our
experiments, we adopt the widely used pyramid-like struc-
ture [15, 6], i.e. decreasing layer size from the bottom (or
first hidden) layer to the top layer. In our experiment, we ob-
served that 2 latent layers perform better than a single latent
layer. But there is no significant improvement from 2 latent
layers to 3 latent layers. Latent features of sampled image-
text pairs from the validation set are plotted in Figure 9a.
The pre-training stage initializes SAEs to capture regular-
ities of the original features of each modality in the latent
features. On the one hand, the original features may be of
low quality to capture intra-modal semantics. In such a case,
the latent features would also fail to capture the intra-modal
semantics. We evaluate the quality of the mapped latent fea-
tures from each SAE by intra-modal search on the validation
dataset. The MAP of the image intra-modal search is about
0.37, while that of the text intra-modal search is around 0.51.
On the other hand, as the SAEs are trained separately, inter-
modal semantics are not considered. We randomly pick 25

relevant image-text pairs and connect them with red lines in
Figure 9b. We can see the latent features of most pairs are far
away from each other, which indicates that the inter-modal
semantics are not captured by these latent features. To solve
the above problems, we integrate the inter-modal loss in the
learning objective as Equation 1. In the following figures,
we only plot the distribution of these 25 pairs for ease of
illustration.

9 The last layer with two units is for visualization purpose, such that
the latent features could be showed in a 2D space.

(a) 300 random image-text pairs (b) 25 image-text pairs

Fig. 9: Visualization of latent features after projecting them
into 2D space (Blue points are image latent features; White
points are text latent features. Relevant image-tex pairs are
connected using red lines)

Second, we adjust the image SAE with the text SAE
fixed from epoch 1 to epoch 30. One epoch means one pass
of the whole training dataset. Since the MAP of the image
intra-modal search is worse than that of the text intra-modal
search, according to the intuition in Section 3, we should
use a small βI to decrease the weight of image reconstruc-
tion error LI in the objective function, i.e., Equation 1. To
verify this, we compare the performance of two choices of
βI , namely βI = 0 and βI = 0.01. The first two rows
of Figure 10 show the latent features generated by the im-
age SAE after epoch 1 and epoch 30. Comparing image-text
pairs in Figure 10b and 10d, we can see that with smaller
βI , the image latent features move closer to their relevant
text latent features. This is in accordance with Equation 1,
where smaller βI relaxes the restriction on the image recon-
struction error, and in turn increases the weight for inter-
modal distance LI,T . By moving close to relevant text latent
features, the image latent features gain more semantics. As
shown in Figure 10e, the MAPs increase as training goes
on. MAP of QT→T does not change because the text SAE
is fixed. When βI = 0.01, the MAPs do not increase in Fig-
ure 10f. This is because image latent features hardly move
close to the relevant text latent features as shown in Fig-
ure 10c and 10d. We can see that the text modality is of
better quality for this dataset. Hence it should be assigned a
larger weight. However, we cannot set a too large weight for
it as explained in the following paragraph.

Third, we adjust the text SAE with the image SAE fixed
from epoch 31 to epoch 60. We also compare two choices
of βT , namely 0.01 and 0.1. βI is set to 0. Figure 11 shows
the snapshots of latent features and the MAP curves of each
setting. From Figure 10b to 11a, which are two consecutive
snapshots taken from epoch 30 and 31 respectively, we can
see that the text latent features move much closer to the rel-
evant image latent features. It leads to the big changes of
MAPs at epoch 31 in Figure 11e. For example, QT→T sub-
stantially drops from 0.5 to 0.46. This is because the sud-
den moves towards images change the intra-modal relation-
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(a) βI = 0, epoch 1 (b) βI = 0, epoch 30

(c) βI = 0.01, epoch 1 (d) βI = 0.01, epoch 30

(e) βI = 0 (f) βI = 0.01

Fig. 10: Adjusting Image SAE with Different βI and Text
SAE fixed (a-d show the positions of features of image-text
pairs in 2D space)

ships of text latent features. Another big change happens on
QI→T , whose MAP increases dramatically. The reason is
that when we fix the text features from epoch 1 to 30, an
image feature I is pulled to be close to (or nearest neigh-
bor of) its relevant text feature T . However, T may not be
the reverse nearest neighbor of I . In epoch 31, we move T
towards I such that T is more likely to be the reverse near-
est neighbor of I . Hence, the MAP of query QI→T is greatly
improved. On the contrary, QT→I decreases. From epoch 32
to epoch 60, the text latent features on the one hand move
close to relevant image latent features slowly, and on the
other hand rebuild their intra-modal relationships. The lat-
ter is achieved by minimizing the reconstruction error LT
to capture the semantics of the original features. Therefore,
both QT→T and QI→T grows gradually. Comparing Fig-
ure 11a and 11c, we can see the distance of relevant latent
features in Figure 11c is larger than that in Figure 11a. The
reason is that when βT is larger, the objective function in
Equation 1 pays more effort to minimize the reconstruction
error LT . Consequently, less effort is paid to minimize the
inter-modal distanceLI,T . Hence, relevant inter-modal pairs
cannot move closer. This effect is reflected as minor changes
of MAPs at epoch 31 in Figure 11f in contrast with that in

(a) βT = 0.01,epoch 31 (b) βT = 0.01,epoch 60

(c) βT = 0.1,epoch 31 (d) βT = 0.1,epoch 60

(e) βT = 0.01 (f) βT = 0.1

Fig. 11: Adjusting Text SAE with Different βT and Image
SAE fixed (a-d show the positions of features of image-text
pairs in 2D space)

Figure 11e. Similarly, small changes happen between Fig-
ure 11c and 11d, which leads to minor MAP changes from
epoch 32 to 60 in Figure 11f.

8.2.3 Evaluation of Model Effectiveness on NUS WIDE
Dataset

We first examine the mean average precision (MAP) of our
method using Euclidean distance against real-valued fea-
tures. Let L be the dimension of the latent space. Our MSAE
is configured with 3 layers, where the image features are
mapped from 500 dimensions to 128, and finally to L. Simi-
larly, the dimension of text features are reduced from 1000→
128 → L by the text SAE. βI and βT are set to 0 and 0.01
respectively according to Section 8.2.2. We test L with val-
ues 16, 24 and 32. The results compared with other methods
are reported in Table 2. Our MSAE achieves the best per-
formance for all four search tasks. It demonstrates an aver-
age improvement of 17%, 27%, 21%, and 26% for QI→I ,
QT→T ,QI→T , and QT→I respectively. CVH and CMSSH
prefer smaller L in queries QI→T and QT→I . The reason
is that it needs to train far more parameters with Larger L
and the learned models will be farther from the optimal so-
lutions. Our method is less sensitive to the value ofL. This is
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Table 2: Mean Average Precision on NUS-WIDE dataset

Task QI→I QT→T QI→T QT→I
Algorithm LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE

Dimension of 16 0.353 0.355 0.365 0.417 0.373 0.400 0.374 0.498 0.328 0.391 0.359 0.447 0.331 0.337 0.368 0.432
Latent Space 24 0.343 0.356 0.358 0.412 0.373 0.402 0.364 0.480 0.333 0.388 0.351 0.444 0.323 0.336 0.360 0.427

L 32 0.343 0.357 0.354 0.413 0.374 0.403 0.357 0.470 0.333 0.382 0.345 0.402 0.324 0.335 0.355 0.435

Table 3: Mean Average Precision on NUS-WIDE dataset (using Binary Latent Features)

Task QI→I QT→T QI→T QT→I
Algorithm LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE

Dimension of 16 0.353 0.357 0.352 0.376 0.387 0.391 0.379 0.397 0.328 0.339 0.359 0.364 0.325 0.346 0.359 0.392
Latent Space 24 0.347 0.358 0.346 0.368 0.392 0.396 0.372 0.412 0.333 0.346 0.353 0.371 0.324 0.352 0.353 0.380

L 32 0.345 0.358 0.343 0.359 0.395 0.397 0.365 0.434 0.320 0.340 0.348 0.373 0.318 0.347 0.348 0.372

probably because with multiple layers, MSAE has stronger
representation power and thus is more robust under different
L.

Figure 12 shows the precision-recall curves, and the recall-
candidates ratio curves (used by [43, 44]) which show the
change of recall when inspecting more results on the re-
turned rank list. We omit the figures for QT→T and QI→I as
they show similar trends as QT→I and QI→T . Our method
shows the best accuracy except when recall is 0 10, whose
precision p implies that the nearest neighbor of the query
appears in the 1

p -th returned result. This indicates that our
method performs the best for general top-k similarity re-
trieval except k=1. For the recall-candidates ratio, the curve
of MSAE is always above those of other methods. It shows
that we get better recall when inspecting the same number of
objects. In other words, our method ranks more relevant ob-
jects at higher (front) positions. Therefore, MSAE performs
better than other methods.

Besides real-valued features, we also conduct experiments
against binary latent features for which Hamming distance
is used as the distance function. In our implementation, we
choose Spectral Hashing [41] to convert real-valued latent
feature vectors into binary codes. Other comparison algo-
rithms use their own conversion mechanisms. The MAP scores
are reported in Table 3. We can see that 1) MSAE still per-
forms better than other methods. 2) The MAP scores using
Hamming distance is not as good as that of Euclidean dis-
tance. This is due to the possible information loss by con-
verting real-valued features into binary features.

8.2.4 Evaluation of Model Effectiveness on Wiki Dataset

We conduct similar evaluations on Wiki dataset as on NUS-
WIDE. For MSAE with latent feature of dimension L, the
structure of its image SAE is 128 → 128 → L, and the
structure of its text SAE is 1000→ 128→ L. Similar to the
settings on NUS-WIDE, βI is set to 0 and βT is set to 0.01.

10 Here, recall r = 1
#all relevant results

≈ 0.

The performance is reported in Table 4. MAPs on Wiki
dataset are much smaller than those on NUS-WIDE except
for QT→T . This is because the images of Wiki are of much
lower quality. It contains only 2, 000 images that are highly
diversified, making it difficult to capture the semantic rela-
tionships within images, and between images and text. Query
task QT→T is not affected as Wkipedia’s featured articles
are well edited and rich in text information. In general, our
method achieves an average improvement of 8.1%, 30.4%,
32.8%, 26.8% for QI→I , QT→T ,QI→T , and QT→I respec-
tively. We do not plot the precision-recall curves and recall-
candidates ratio curves as they show similar trends to those
of NUS-WIDE.

8.2.5 Evaluation of Model Effectiveness on Flickr1M
Dataset

We configure a 4-layer image SAE as 3857 → 1000 →
128 → L, and a 4-layer text SAE as 2000 → 1000 →
128 → L for this dataset. Different from the other two
datasets, the original image feature of Flickr1M are of higher
quality as it consists of both local and global features. For
intra-modal search, the image latent feature performs equally
well as the text latent feature. Therefore, we set both βI and
βT to 0.01.

We compare the MAP of MSAE and CVH in Table 5.
MSAE outperforms CVH in most of the search tasks. The
results of LCMH and CMSSH cannot be reported as both
methods run out of memory in the training stage.

Table 5: Mean Average Precision on Flickr1M dataset

Task QI→I QT→T QI→T QT→I
Algorithm CVH MSAE CVH MSAE CVH MSAE CVH MSAE

16 0.622 0.621 0.610 0.624 0.610 0.632 0.616 0.608
L 24 0.616 0.619 0.604 0.629 0.605 0.628 0.612 0.612

32 0.603 0.622 0.587 0.630 0.588 0.632 0.598 0.614
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(a) QI→T , L = 16 (b) QT→I , L = 16 (c) QI→T , L = 16 (d) QT→I , L = 16

(e) QI→T , L = 24 (f) QT→I , L = 24 (g) QI→T , L = 24 (h) QT→I , L = 24

(i) QI→T , L = 32 (j) QT→I , L = 32 (k) QI→T , L = 32 (l) QT→I , L = 32

Fig. 12: Precision-Recall and Recall-Candidates Ratio on NUS-WIDE dataset

Table 4: Mean Average Precision on Wiki dataset

Task QI→I QT→T QI→T QT→I
Algorithm LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE LCMH CMSSH CVH MSAE

Dimension of 16 0.146 0.148 0.147 0.162 0.359 0.318 0.153 0.462 0.133 0.138 0.126 0.182 0.117 0.140 0.122 0.179
Latent Space 24 0.149 0.151 0.150 0.161 0.345 0.320 0.151 0.437 0.129 0.135 0.123 0.176 0.124 0.138 0.123 0.168

L 32 0.147 0.149 0.148 0.162 0.333 0.312 0.152 0.453 0.137 0.133 0.128 0.187 0.119 0.137 0.123 0.179

(a) (b)

Fig. 13: Training Cost Comparison on Flickr1M Dataset

8.2.6 Evaluation of Training Cost

We use the largest dataset Flickr1M to evaluate the training
cost of time and memory consumption. The results are re-
ported in Figure 13. The training cost of LCMH and CMSSH
are not reported because they run out of memory on this

dataset. We can see that the training time of MSAE and
CVH increases linearly with respect to the size of the train-
ing dataset. Due to the stacked structure and multiple iter-
ations of passing the dataset, MSAE is not as efficient as
CVH. Roughly, the overhead is about the number of train-
ing iterations times the height of MSAE. Possible solutions
for accelerating the MSAE training include adopting Dis-
tributed deep learning [7]. We leave this as our future work.

Figure 13b shows the memory usage of the training pro-
cess. Given a training dataset, MSAE splits them into mini-
batches and conducts the training batch by batch. It stores
the model parameters and one mini-batch in memory, both
of which are independent of the training dataset size. Hence,
the memory usage stays constant when the size of the train-
ing dataset increases. The actual minimum memory usage
for MSAE is smaller than 10GB. In our experiments, we al-
locate more space to load multiple mini-batches into mem-
ory to save disk reading cost. CVH has to load all training
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Fig. 14: Querying Time Comparison Using Real-valued and
Binary Latent Features

data into memory for matrix operations. Therefore, its mem-
ory usage increases with respect to the size of the training
dataset.

8.2.7 Evaluation of Query Processing Efficiency

We compare the efficiency of query processing using binary
latent features and real-valued latent features. Notice that
all methods (i.e., MSAE, CVH, CMSSH and LCMH) per-
form similarly in query processing after mapping the orig-
inal data into latent features of same dimension. Data from
the Flickr1M training dataset is mapped into a 32 dimen-
sional latent space to form a large dataset for searching. To
speed up the query processing of real-valued latent features,
we create an index (i.e., VA-File [40]) for each modality. For
binary latent features, we do not create any indexes, as lin-
ear scan offers decent performance as shown in Figure 14.
It shows the time of searching 50 nearest neighbors (aver-
aged over 100 random queries) against datasets represented
using binary latent features (based on Hamming distance)
and real-valued features (based on Euclidean distance) re-
spectively. We can see that the querying time increases lin-
early with respect to the dataset size for both binary and
real-valued latent features. But, the searching against binary
latent features is 10× faster than that against real-valued la-
tent features. This is because the computation of Hamming
distance is more efficient than that of Euclidean distance.

By taking into account the results from effectiveness eval-
uations, we can see that there is a trade-off between effi-
ciency and effectiveness in feature representation. The bi-
nary encoding greatly improves the efficiency in the expense
of accuracy degradation.

8.3 Experimental Study of Supervised Approach

8.3.1 Datasets

Supervised training requires input image-text pairs to be as-
sociated with additional semantic labels. Since Flickr1M does
not have labels and Wiki dataset has too few labels that are

Table 6: Statistics of Datasets for Supervised Training

Dataset NUS-WIDE-a NUS-WIDE-b
Total size 203, 400 76,000
Training set 150,000 60,000
Validation set 26,700 80,000
Test set 26,700 80,000

not discriminative enough, we use NUS-WIDE dataset to
evaluate the performance of supervised training. We extract
203, 400 labelled pairs, among which 150, 000 are used for
training. The remaining pairs are evenly partitioned into two
sets for validation and testing. From both sets, we randomly
select 2000 pairs as queries. This labelled dataset is named
NUS-WIDE-a.

We further extract another dataset from NUS-WIDE-a
by filtering those pairs with more than one label. This dataset
is named NUS-WIDE-b and is used to compare with De-
ViSE [9], which is designed for training against images an-
notated with single label. In total, we obtain 76, 000 pairs.
Among them, we randomly select 60, 000 pairs for training
and the rest are evenly partitioned for validation and testing.
1000 queries are randomly selected from the two datasets
respectively.

8.3.2 Training Analysis

NUS-WIDE-a In Figure 15a, we plot the total training loss
L and its components (LI , LT and LI,T ) in the first 50, 000
iterations (one iteration for one mini-batch) against the NUS-
WIDE-a dataset. We can see that training converges rather
quickly. The training loss drops dramatically at the very be-
ginning and then decreases slowly. This is because initially
the learning rate is large and the parameters approach quickly
towards the optimal values. Another observation is that the
intra-modal loss LI for the image modality is smaller than
LT for the text modality. This is because some tags may be
noisy or not very relevant to the associated labels that rep-
resent the main visual content in the images. It is difficult
to learn a set of parameters to map noisy tags into the latent
space and well predict the ground truth labels. The inter-
model training loss is calculated at a different scale and is
normalized to be within one order of magnitude as LI and
LT .

The MAPs for all types of searches using supervised
training model are shown in Figure 15b. As can be seen, the
MAPs first gradually increase and then become stable in the
last few iterations. It is worth noting that the MAPs are much
higher than the results of unsupervised training (MSAE) in
Figure 11. There are two reasons for the superiority. First,
the supervised training algorithm (MDNN) exploits DCNN
and NLM to learn better visual and text features respectively.
Second, labels bring in more semantics and make latent fea-
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Fig. 15: Visualization of Training on NUS-WIDE-a
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Fig. 16: Visualization of Training on NUS-WIDE-b

tures learned more robust to noises in input data (e.g., visual
irrelevant tags).

Besides MAP, we also evaluate MDNN for multi-label
prediction based on precision and recall. For each image (or
text), we look at its labels with the largest k probabilities
based on Equation 9 (or 16). For the i-th image (or text),
let Ni denote the number of labels out of k that belong to
its ground truth label set, and Ti the size of its ground truth
label set. The precision and recall are defined according to
[11] as follows:

precison =

∑n
i=1Ni
k ∗ n , recall =

∑n
i=1Ni∑n
i=1 Ti

(18)

where n is the test set size. The results are shown in Fig-
ure 15c (k = 3). The performance decreases at the early
stage and then goes up. This is because at the early stage,
in order to minimize the inter-modal loss, the training may
disturb the pre-trained parameters fiercely that affects the
intra-modal search performance. Once the inter-modal loss
is reduced to a certain level, it starts to adjust the parame-
ters to minimize both inter-modal loss and intra-modal loss.
Hence, the classification performance starts to increase. We
can also see that the performance of latent text features is not
as good as that of latent image features due to the noises in
tags. We use the same experiment setting as that in [11], the

(over all) precision and recall is 7% and 7.5% higher than
that in [11] respectively.

NUS-WIDE-b Figure 16 shows the training results against
the NUS-WIDE-b dataset. The results demonstrate similar
patterns to those in Figure 15. However, MAPs become lower,
possibly due to smaller training dataset size and fewer num-
ber of associated labels. In Figure 16c, the precision and re-
call for classification using image (or text) latent features are
the same. This is because each image-text pair has only one
label and Ti = 1. When we set k = 1, the denominator k ∗n
in precision is equal to

∑n
i=1 Ti in recall.

2D Visualization To demonstrate that the learned map-
ping functions can generate semantic discriminative latent
features, we extract top-8 most popular labels and for each
label, we randomly sample 300 image-text pairs from the
test dataset of NUS-WIDE-b. Their latent features are pro-
jected into a 2-dimensional space by t-SNE [26]. Figure 17a
shows the 2-dimensional image latent features where one
point represents one image feature and Figure 17b shows the
2-dimensional text features. Labels are distinguished using
different shapes. We can see that the features are well clus-
tered according to their labels. Further, the image features
and text features semantically relevant to the same labels are
projected to similar positions in the 2D space. For example,
in both figures, the red circles are at the left side, and the
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(a) Image Latent Feature (b) Text Latent Feature

Fig. 17: Visualization of Latent Features Learned by MDNN for the Test Dataset of NUSWDIE-a (features represented by
the same shapes and colors are annotated with the same label)

Table 7: Mean Average Precision using Real-valued Latent Feature

Task QI→I QT→T QI→T QT→I
Algorithm MDNN DeViSE-L DeViSE-T MDNN DeViSE-L DeViSE-T MDNN DeViSE-L DeViSE-T MDNN DeViSE-L DeViSE-T

Dataset NUS-WIDE-a 0.669 0.5619 0.5399 0.541 0.468 0.464 0.587 0.483 0.517 0.612 0.502 0.515
NUS-WIDE-b 0.556 0.432 0.419 0.466 0.367 0.385 0.497 0.270 0.399 0.495 0.222 0.406

blue right triangles are in the top area. The two figures to-
gether confirm that our supervised training is very effective
in capturing semantic information for multi-modal data.

8.3.3 Evaluation of Model Effectiveness on NUS-WIDE
Dataset

In our final experiment, we compare MDNN with DeViSE [9]
in terms of effectiveness of multi-modal retrieval. DeViSE
maps image features into text feature space. The learning
objective is to minimize the rank hinge loss based on the la-
tent features of an image and its labels. We implement this
algorithm and extend it to handle multiple labels by aver-
aging their word vector features. We denote this algorithm
as DeViSE-L. Besides, we also implement a variant of De-
ViSE denoted as DeViSE-T, whose learning objective is to
minimize the rank hinge loss based on the latent features of
an image and its tag(s). Similarly, if there are multiple tags,
we average their word vectors. The results are shown in Ta-
ble 7. The retrieval is conducted using real-valued latent fea-
ture and cosine similarity as the distance function. We can
see that MDNN performs much better than both DeViSE-L
and DeViSE-T for all four types of searches on both NUS-
WIDE-a and NUS-WIDE-b. The main reason is that the im-
age tags are not all visually relevant, which makes it hard for
the text (tag) feature to capture the visual semantics in De-
ViSE. MDNN exploits the label information in the training,
which helps to train a model that can generate more robust
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Fig. 18: Training Cost Comparison on NUSWIDE-a Dataset

feature against noisy input tags. Hence the performance of
MDNN is better.

8.3.4 Evaluation of Training Cost

We report the training cost in terms of training time (Fig. 18a)
and memory consumption (Fig. 18b) on NUS-WIDE-a dataset.
Training time includes the pre-training for each single modal-
ity and the joint multi-modal training. MDNN and DeViSE-
L take longer time to train than MSAE, because the convolu-
tion operations in them are time consuming. Further, MDNN
involves pre-training stages for the image modality and text
modality, and thus incurs longer training time than DeViSE-
L. The memory footprint of MDNN is similar to that of
DeViSE-L, as the two methods both rely on DCNN, which
incurs most of the memory consumption. DeViSE-L uses
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features of higher dimension (100 dimension) than MDNN
(81 dimension), which leads to about 100 MegaBytes differ-
ence as shown in Fig. 18b.

8.3.5 Comparison with Unsupervised Approach

By comparing Table 7 and Table 2, we can see that the su-
pervised approach–MDNN performs better than the unsu-
pervised approach–MSAE. This is not surprising because
MDNN consumes more information than MSAE. Although
the two methods share the same general training objective,
the exploitation of label semantics helps MDNN learn better
features in capturing the semantic relevance of the data from
different modalities. For memory consumption, MDNN and
MSAE perform similarly (Fig. 18b).

9 Conclusion

In this paper, we have proposed a general framework (ob-
jective) for learning mapping functions for effective multi-
modal retrieval. Both intra-modal and inter-modal semantic
relationships of data from heterogeneous sources are cap-
tured in the general learning objective function. Given this
general objective, we have implemented one unsupervised
training algorithm and one supervised training algorithm sep-
arately to learn the mapping functions based on deep learn-
ing techniques. The unsupervised algorithm uses stacked auto-
encoders as the mapping functions for the image modality
and the text modality. It only requires simple image-text
pairs for training. The supervised algorithm uses an extend
DCNN as the mapping function for images and an extend
NLM as the mapping function for text data. Label infor-
mation is integrated in the training to learn robust mapping
functions against noisy input data. The results of experi-
ment confirm the improvements of our method over previous
works in search accuracy. Based on the processing strate-
gies outlined in this paper, we have built a distributed train-
ing platform (called SINGA) to enable efficient deep learn-
ing training that supports training large scale deep learning
models. We shall report the system architecture and its per-
formance in a future work.
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A Appendix

Algorithm 1 MiniBatchSGD(D, b, f, α)
Input: D, training dataset
Input: b, batchsize
Input: f , the initial mapping function
Input: α, learning rate//set manually
Output: f , updated mapping function.
1. init θ //init all model parameters of f
2. repeat
3. for i = 0 to |D|/b do
4. B = D[i ∗ b : i ∗ b+ b]
5. Oθ=average(BackPropogation(x, f ) for x ∈ B)
6. θ = θ + α ∗ Oθ
7. until Converge
8. return f

Algorithm 2 BackPropagation(x0, f )
Input: x0, input feature vector
Input: f , the mapping function with parameter set θ
Output: θ, gradients of parameters of f
1. h← height of layers in f
2. {xi}hi=1 ← f(x0|θ) // forward through all layers
3. δh = ∂L

∂xh
4. for i = h to 1 do
5. Oθi = δi ∗ ∂xi∂θi

//i.e., ∂L
∂θi

6. δi−1 = δi ∗ ∂xi
∂xi−1

7. return {Oθi}hi=1

In this section, we present the mini-batch Stochastic Gradient De-
scent (mini-batch SGD) algorithm and the Back-Propagation (BP) al-
gorithm [22], which are used throughout this paper to train MSAE and
MDNN.

Mini-batch SGD minimizes the objective loss (e.g., L,LI ,LT ) by
updating the parameters involved in the mapping function(s) based on
the gradients of the objective w.r.t the parameters. Specifically, it iter-
ates the whole dataset to extract mini-batches (Line 4). For each mini-
batch, it averages the gradients computed from BP (Line 5), and up-
dates the parameters (Line 6).

BP calculates the gradients of the objective loss (e.g., L, LI , LT )
w.r.t. the parameters involved in the mapping function (e.g., fI , fT ) us-
ing a chain rule (Equation 19, 20). It forwards the input feature vector
through all layers of the mapping function (Line 2). Then it backwards
the gradients according to the chain rule (Line 4-6). θi denotes param-
eters involved in the i-th layer. Gradients are returned at Line 7.

∂L
∂θi

=
∂L
∂xi
∗
∂xi

∂θi
(19)

∂L
∂xi−1

=
∂L
∂xi
∗

∂xi

∂xi−1
(20)


