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Abstract—Rust aims to offer full memory safety for programs,
a guarantee that untamed C programs do not enjoy. How difficult
is it to translate existing C code to Rust? To get a complementary
view from that of automatic C to Rust translators, we report on a
user study asking humans to translate real-world C programs to
Rust. Our participants are able to produce safe Rust translations,
whereas state-of-the-art automatic tools are not able to do so. Our
analysis highlights that the high-level strategy taken by users
departs significantly from those of automatic tools we study. We
also find that users often choose zero-cost (static) abstractions
for temporal safety, which addresses a predominant component of
runtime costs in other full memory safety defenses. User-provided
translations showcase a rich landscape of specialized strategies
to translate the same C program in different ways to safe Rust,
which future automatic translators can consider.

I. INTRODUCTION

Memory safety vulnerabilities in C programs are still a
prominent category of CVEs reported in commodity software,
and number in thousands each year [29]. Several approaches
to secure such unsafe code are being investigated.

Full memory safety through runtime checks inserted by
compiler instrumentation is achievable. However, it incurs high
performance overhead (> 50%) and is often not deployed in
production [44]], [45]]. Instead, partial memory safety defenses
which have overheads below 20% have found deployment [54].
Emerging hardware features can reduce performance over-
heads of partial safety techniques, but even then, faulty pro-
grams that will often ungracefully abort in production systems
have limited appeal. Similarly, automatic patching techniques
that can localize bugs and suggest fixes for them are being
developed [28]], [32]], [50], [51]. But these approaches do not
aim to rule out the existence of memory safety bugs altogether.

A different approach has been to write secure code which
is free of memory safety bugs from the ground up. The idea is
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to have a stricter language and compiler that forces developers
to rewrite unsafe code to use safe patterns everywhere. The
advantage is that full memory safety can be achieved mostly
statically, while a few runtime checks incur low overheads.

Designing safe C dialects with that goal has a long history.
These dialects largely aim to retain low-level features of C for
compatibility, making it difficult to move away from unsafe C
patterns entirely while keeping overheads low [34], [46]. More
recent designs aim for better compatibility by allowing mixed
(statically) safe and unsafe C [22f], but when temporal memory
safety is desired in them, overheads can exceed 30% [41].

Rust is an alternative mainstream language that offers
low-level control over memory, while providing full memory
safety. It has a growing ecosystem and increasing support from
commodity OSes. It departs from the conventional approaches
to safe C dialects in that it largely abandons the programming
abstractions in C, such as the use of unchecked raw pointers
and unsafe type casts. It is natural to ask: How difficult is it
to translate existing C code to Rust then?

In the last few years, automatic techniques to translate
C code to Rust have started to emerge. There are two main
approaches, one based on compiler-based analysis [24]], [33]
and another based on large language models (LLMs) [25], [59].
But both approaches have had very limited effectiveness so
far, even on small programs of about 100 lines of code. For
example, Emre et. al. report that only about 11% of raw C
pointers can be converted to safe Rust references through static
analysis [24]. Similarly, recent work on FLouRINE [25] reports
that less than half of the small C programs they consider can
be auto-translated to Rust using LLM-based repair.

It is unclear what strategies, if any, enable a successful
search for C to Rust translations. In order to gain a com-
plementary perspective, in this paper, we study how human
users approach the C to Rust translation task. We conducted
a user study in which we asked undergraduate students taking
a course in computer security to translate a given set of real-
world C programs to safe Rust. Our participants are familiar
with C and memory safety issues, but have minimal prior
exposure to Rust. To the best of our knowledge, this is the
first such analysis of a user study on C to Rust translation.

33 of our user study participants consented to their trans-
lated programs being analyzed and reported on. Most of the
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users succeed in providing reasonable translations of our C
benchmark to Rust, whereas state-of-the-art automatic C to
Rust translation tools are ineffective. Analyzing how users
succeed is our main goal. We highlight several high-level
principles and strategies that are common across the user trans-
lations, which could be useful for future automatic translators.

First, we find that all user-provided Rust translations se-
mantically lift from the low-level abstractions used in the C
code to re-express the logic in Rust, rather than trying to mimic
the original program and data-flow structure too closely. This
approach helps break free of the low-level constraints present
in the original C code, which would violate the strict rules
in Rust if preserved. Rust enforces stricter rules on pointer
aliasing than C. Users decomposed the object lifetimes in
different ways that are specialized to access patterns used
for the object to satisfy Rust rules. This shows that there are
multiple strategies to translate the same C program to safe
Rust, with room for context-specific translation strategies.

Second, we find that resulting Rust translations often
contain zero-cost statically-checked safety abstractions. Tem-
poral memory safety, which is a source of significant runtime
overhead in many prior defenses [41]], [45]], is achieved mostly
statically. The resulting Rust programs have comparable per-
formance to C, and rarely more than 20% slower than the
corresponding C code, even though our participants are not
explicitly asked to optimize for performance. At the same
time, known spatial and temporal vulnerabilities in our C
benchmarks are eliminated in the translated Rust code. This
suggests that C to Rust translation is worth it, as the trade-off
between performance and security we observe in translations
by non-expert Rust users is desirable.

Third, nearly all Rust translations have functional discrep-
ancies compared with the corresponding C code. These dis-
crepancies are easy to find with fuzzing and Rust translations
of the same C program have correlated failures, i.e., they often
fail the same tests. Some of these discrepancies are expected
since undefined behavior present in C programs are handled
differently by different users. But, several others are logical
errors, suggesting a “last mile” phenomenon at play: While
users find it feasible to convert most C functionality to its Rust
counterpart, making a 100% correct translation is tedious.

Lastly, in order to examine the broader validity of our
observations, we perform a post-hoc investigation of a mature
open-source Rust project that mirrors the functionality of a set
of popular C programs. Several findings from our user study,
which involves non-experts, are also seen in the open-source
project maintained by more experienced Rust developers.

Contribution. We report on the lessons garnered from the
first user study on translating real-world C programs to Rust
by non-expert Rust users. Our work sheds light on strategies
and policy decisions that users have to make, which are com-
plementary to automatic mechanisms. We highlight the end
gains in user-provided translations, such as the ubiquitous use
of zero-cost temporal safety abstractions, elimination of unsafe
code patterns, and the trade-offs with functional correctness.

II. BACKGROUND

Rust allows programs to have fine-grained control over
memory but with spatial and temporal memory safety.

fn change_buf(i: usize) {
let mut buf: Vec<i32> =
let a: &Vec<i32> = &buf;
let al: &i32 = &buf[1]; Immutable Borrow (a1)

1 Ownership
2 —
3

4

5 println!("a[@]: {:?}, a1: {:?}", a[@], al);

6

7

8

9

vecl![0; 2];
Immutable Borrow (a)

println!("a[{:}]: {:?}", i, a[il);
// Runtime bounds check: The above line might panic

Mutable Borrow (x)

let x: &mut Vec<i32> = &mut buf;
x[0] = 1;
o

11 \.\[Tet x8: &mut 132 = &mut (*x)[0];

o
N .
12 N1 = 2;

Re-Borrow (x0)

13 I x.clear(); I
14 // *x@ = 3; // cannot use "x@ anymore

buf(buf); // f buf(buf: Vec<i32s) {...}
15 use_buf(buf); // fn use_buf(bu ec<i ) { }Transferred
16 } to use buf

Fig. 1: A Rust code example showing the concepts of owner-
ship transfer, mut./immut. borrowing, and reference lifetime.

A. A Tour of Safe Rust

We briefly explain Rust design principles for achieving full
memory safety with a running example shown in Figure

Ownership. Rust ensures that each data object has an exclu-
sive owner at any given program point [|18]. When the variable
owning an object goes out of scope, the compiler automatically
deallocates the object. The single-owner principle ensures that
the object is deallocated only once, avoiding double-free bugs
prevalent in C programs. The compiler knows the scope of
all objects in the program. Stack variables have statically
determined block/function scope, and so do globals. Objects
can be owners of other objects, creating a transitive chain of
ownership. The chain starts with a stack/global variable, so the
compiler can track ownership of all objects.

Ownership can not be duplicated but only transferred
between variables through assignment or parameter passing.
The Rust compiler, therefore, tracks the unique owner of every
object at every program point. For example, the buf variable
in the example of Figure [I] is on the stack and encapsulates
a (smart) pointer to Vec object allocated on the heap. The
object allocated on Line 2 in Figure [I] has a unique owner
buf from Line 2-14, after which the ownership transfers to the
first parameter of use_buf() . The object will be deallocated
when the new owner goes out of scope, i.e., at the end of the
function scope of use_buf().

Borrowing. Exclusive ownership, by itself, disallows all alias-
ing altogether, which is too restrictive. Rust relaxes this restric-
tion by introducing a borrowing mechanism. It allows creating
references (also called borrows) to temporarily access the data
value without transferring the ownership. References a, al,
and x borrow from the owner buf, whereas x0 reborrows
from x in the example. This allows limited forms of aliasing.

Lifetime. With borrowed references, it becomes essential to
ensure that a reference never points to an object that has been
deallocated. The Rust compiler statically tracks the lifetime of
variables: the region of code that the variable must be valid
for. Rust enforces that the lifetime of all references is a strict
subset of the lifetime of the owner statically. Since the object
will be deallocated only when the lifetime of the owner expires,
all live references point to valid objects, eliminating use-after-



free vulnerabilities that arise in C programs. The example in
Figure |I| creates multiple references to an array object. The
variable buf gets ownership of the heap-allocated array on
Line 2. There are four borrowed references created directly or
indirectly from buf on lines 3, 4, 9, and 11. Their lifetimes are
enforced to be smaller than that of buf and are highlighted.
The object is automatically deallocated only when the lifetime
of the owner buf ends, thereby ensuring that all references
point to valid memory throughout their lifetime.

Aliasing Xor Mutability (AXM). Aliasing references can up-
date the object storage, possibly moving them, and associated
allocation metadata (e.g. size, internal pointers) can become
inconsistent. When multiple references are pointing to the
same object (e.g. a vector type) to insert/delete elements or
change its capacity, the location of its internal buffer and size
metadata might change. Consequently, this will invalidate other
references to the same object, including iterators and references
to its elements. Memory-unsafe languages like C leave careful
management of aliased pointers to the programmer, which
has been a source of mistakes. To avoid this, Rust proposes
Aliasing Xor Mutability (AXM) principle. First, references are
divided into two types: mutable (&mut) and immutable (&).
Mutable references can read and write the referent object,
while immutable ones have read-only access. Second, the
Rust compiler enforces that either only one mutable reference
or multiple (aliasing) immutable references are active at a
program point. Mutable aliased references can not be active
at the same program point. The AXM principle eliminates the
need for careful pointer invalidation by the programmer and
helps memory safety in concurrent code as well.

Specifically in the example of Figure [I] Lines 3-6 have
multiple immutable references to buf, and Lines 9-13 have
one mutable reference at each point, created using &mut type
declaration. The compiler can statically infer the lifetime of x
and other mutable references that may alias it, such as x0. It
automatically splits their range of legal use such that there will
be a single mutable reference to the object active in scope at
each statement, i.e, x is permitted on Line (9—10, 13) and x0
on Lines 11-12. The compiler would forbid using x0 on or
after line 13 as it would create two mutable references to the
vector elements, highlighted by commented code on Lines 14
for illustration. In the equivalent C code, dereferencing x0 on
Line 14 would be legal and lead to undefined behavior, since
x0 refers to a vector whose underlying elements were cleared
(possibly deallocated) via x on Line 13. This can result in out-
of-bound access due to a dangling dereference. Such memory
errors are disallowed by the AXM principle in Rust.

Runtime AXM and Thread Safety. The AXM principle
can be too restrictive in certain circumstances. When multiple
mutable references are necessary, Rust programs can resort
to runtime borrow checks and reference counting for memory
safety, through the use of data types such as RefCell<T> and
Rc<T> for single-thread synchronization [10] and Mutex<T>
and Arc<T> for multi-thread synchronization. These generic
types are implemented in the Rust standard library with
internal use of unsafe Rust and have been proven sound [36].
Mutable pointers are particularly common in multi-threaded
code, and in fact, concurrent C code is notoriously difficult to
analyze for memory safety bugs. The Rust compiler enforces
that concurrent access or data copying across threads will never

result in memory safety violations. Thus, when Rust allows
relaxations to the AXM principle, runtime checks are used for
memory safety. We will refer to all such references that carry
dynamic checks as dynamic references to avoid confusion with
regular Rust references that obey the AXM principle.

Spatial Bounds Checking. The Rust compiler aims to ensure
that the accesses by owners or references to the referent
are within spatial bounds. For several types of objects, the
compiler can do so statically, but when it cannot, it adds
runtime bounds checks. In line 6 of Figure a[i] operation is
checked to see if i is within the boundary of buf. If passing 3
to i, the Rust code would abort the execution of the program.

Type Safety. Rust is a type-safe language and supports safe
type casting among data types using APIs provided in the
standard library. All type casts guarantee that the converted
values are within the legal range of the target type. Safe Rust
disallows direct reinterpretation of memory to an unsafe type.
For example, the conversion between pointers (void*), non-
primitives (struct, union, etc.) and primitives (bool, enum,
etc.) can cause memory errors in C, but safe Rust forbids them.

B. Existing Automatic C to Rust Translation

There have been 2 main approaches to automatic C-to-Rust
translation: One based on compiler or static analysis, while the
other using large language models (LLMs) for code synthesis.

Compiler-based Approach. Most of the work in this direction
decomposes the code translation problem into two stages: (1) C
to unsafe Rust, and (2) unsafe Rust to safe Rust [23]], [24], [61].
A mature tool called c2rust performs a robust line-by-line
syntactic translation from C to corresponding unsafe Rust
code blocks [33]]. The use of unsafe{...} keyword allows
bypassing the Rust safety checks mentioned above in the en-
closed code block. The resulting Rust translation can thus rely
on raw pointers (mut*), C-compatible data types, and foreign
function calls to C libraries (extern "C" fn). The second
stage of the translation is where the bulk of the challenges lie.
The goal of prior automatic tools is to refactor the unsafe
Rust code into safe Rust and reduce unsafe code. LAERTES
proposed a trial-and-error approach leveraging Rust compiler
feedback to lift a certain subset of raw pointers into safer Rust
references [24]. However, a later work reports that the majority
of raw pointers (79% in their benchmarks) cannot be translated
to safe references via such techniques [23[]. CrowN proposed
improvements using ownership analysis based on constraint
generation and SAT-solving, for a subset of pointer types such
as Box<T> [61]. We present an evaluation of these state-of-
the-art tools later and find that a majority of C pointers are
not lifted into safe Rust abstractions by present tools.

LLM-based Approach. Another line of work uses LLMs to
translate C programs to Rust [25[], [59]. The LLM-guided
approach tends to produce code that is much more readable
and idiomatic. Modern LLMs can suggest safe Rust data types,
APIs, and coding conventions to use. However, LLM-based
translation is often difficult to control as LLMs can make
semantic mistakes [[15]. One of the most recent tools called
FLourINE, reports that with current LLMs (GPT-4, claude3,
and so on), less than 20% for C programs longer than 150
lines of code can be satisfactorily translated to Rust [25]. We
evaluate FLourINE as well, and we have similar findings.



In summary, existing automatic techniques are insufficient
to translate even small C programs of about 200 LoC to Rust.
Our observations from the user study hope to offer a holistic
perspective on how users get past the inherent challenges.

III. User Stupy

Prior literature has taken a bottom-up approach to the
problem of C to Rust translation, aiming to show how au-
tomatic tools can address particular sub-problems encountered
in translation. Our study offers a complementary perspective
on how human users approach the same task. This gives us
a top-down view of the problem: We can see what common
strategies do users use and what challenges remain thereafter.

Our participants are undergraduate students enrolled in
a course on computer security. All participants are familiar
with memory safety errors in C/C++ programs and were
given an introduction to Ruslﬂ The task, which is part of a
graded course project, is to translate 8 real-world C programs
we collected into safe Rust. Each participant is randomly
assigned one out of 8 such C programs and is asked to provide
a translated program in safe Rust within 20 dayﬂ The C
programs are taken from GitHub and are small due to the
20-day time limit, with lengths varying from 322 to 536 LoC.
The participants were permitted to consult the web freely and
use any existing tools, for example, c2rust and LLMs.

Ethical Concerns. This study has been granted an IRB exemp-
tion from the NUS School of Computing DERC (Department
Ethics Review Committee). We followed the procedure advised
by the IRB to protect the privacy of the participants and avoid
bias. 73 undergraduate students who undertook the study were
initially invited to give consent towards the use of their sub-
missions. 33 participants gave their consent and only their data
is included in this study. The participant data was anonymized
and kept confidentially on our research infrastructure, without
being hosted on third-party cloud services. Aggregate statistics
are reported here as far as possible, and wherever code snippets
are shown for illustration of a concept, they are constructed
synthetically by retaining the high-level patterns seen in user
submissions (not replicated). Analysis of the participants’ data
was conducted only after grades were finalized to avoid any
influence resulting from the study on the grades.

TABLE I: C Benchmarks for the User Study.

| Prog. Name LoC | Description
csplit (bscE) 322 Split files based on patterns
expr (bsd) 451 Evaluate expressions
fmt (bsd) 415 Format text files
join (bsd) 472 Join lines of two files
printf (bsd) 375 Print formatted text
test (bsd) 536 Check file attributes and values
shoco 388 String Data Compression
urlparser 437 Parse URLs

Benchmarks. Table [I| shows the C programs we collected
for the user study. These programs are representative of C
programs that implement lower-level functionality and self-
manage memory where memory safety errors arise. Such

'The content described in Section with example exercises constitutes
the introduction given, after the participants are familiar with C memory errors.
2The participants conducted their work in April 2024.

functionalities are often implemented in C and used by higher-
level software systems. We also considered the translation
difficulty and chose programs between 300 and 600 LoC,
considering the time and effort of the participants. Thus, we
chose 6 C programf] from the BSDCoreUtils [42] collection
of system utilities and 2 libraries, i.e., shoco and urlparser.

All of the chosen programs (Table [I) are self-contained,
requiring only the C standard library as a dependency. Four
programs—csplit, fmt, join, and test—perform file pro-
cessing. The expr and printf are pure computation utilities
for strings and numbers. The shoco library is for data com-
pression, and the urlparser library parses URL strings.

Task Requirements. Each individual participant is tasked to
translate the assigned C program into safe Rust, satisfying two
requirements, i.e., safety and functional correctness.

1) Safety. The translated program must be written in safe
Rust only. The use of keyword unsafe is strictly for-
bidden. For dependencies, only the Rust standard library
should be used by default. When that is insufficient to
implement certain functionalities, additional third-party
dependencies can be used if they are well-maintained.

2) Functional correctness. The translated Rust program
should have the equivalent external behavior to the C
source program. Since most of the chosen C programs do
not come with high-quality unit tests by default, we asked
the participants to write their own tests with line coverage
aiming for at least 85% on the original C program to
test correctness. If the source program and the translation
behave the same (i.e., output, return code, effects on the
file system, etc.) on those tests, we say that the translated
program is correct if it passes all test cases created
by users. Besides the final version of their translated
program, we also asked the participants to submit an
initial version of the translation that could compile before
they developed tests, so we could analyze the changes.

Collected Translations. The 33 participants provided 31 final
translations that can compile and achieved 70% to 98% line
coverage on the C program under their respective tests. 26
of the 31 translations pass tests that reach 85% coverage and
nearly all of thenﬂ have coverage above 80%. All of the 31
final translations are written in pure safe Rust, without the use
of unsafe. They form the main target of our analysis. 17
participants also submitted their compilable initial versions.

Our Goal. We analyze these 31 final translations to gain
insights into the following research questions:

RQL1. Is there a set of common strategies that users used for
successful translation?

RQ2. How is the security-performance trade-off in the Rust
translation?

RQ3. What are the common errors and correctness gaps in
translated Rust programs?

RQ4. How do the state-of-the-art automatic C to Rust trans-
lation tools perform on the same task?

IV. HicH-LEVEL APPrOACH TAKEN BY USERS

30Obtained from the BSDCoreUtils [42] code repository (version d2b28e0).
“4Except for 2 translations with coverage less than 80%.
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1 static void center_stream(FILE *stream, const char *name)
21 {

3 char *pl, *p2; // aliased pointers

4 size_t len; int wl, w2; wchar_t wc;

5 Nl cao

6 while ((pl = get_line(stream)) != NULL) {
7 len = 0;

8 for (p2 = pl; *p2 != ’\0"; p2 += w2) {
9 if (p2 == ’\t’)

10 ED2 R

11 // ... skipped

12 if (len == 0 && iswspace(wc)) pl += w2;
13 else len += wl;

14 }

15 while (1 < goal_length) {

16 putchar(’.’);

17 len += 2;

18 }

19 puts(pl);
20 } ...
21 3}

Example C Program (above) — c2rust Translation (below)

1 unsafe extern "C" fn center_stream(

2 mut stream: *mut FILE, mut name: *const libc::c_char)

8] {

4 let mut pl: *mut libc::c_char = 0 as *mut libc::c_char;
5 let mut p2: *mut libc::c_char = 0 as *mut libc::c_char;
6 let mut wc: wchar_t = 0; // ...

7 loop {

8 pl = get_line(stream);

9 if pl.is_null() { break; }

10 len = 0 as libc::c_int as size_t;

11 p2 = pl;

12 while *p2 as libc::c_int != ’\@’ as i32 {

13 if *p2 as libc::c_int == '\t’ as i32 {

14 *p2 = ' ' as i32 as libc::c_char; }

15 // ...

16 if len == 0 ... && iswspace(wc as wint_t) != 0 {
17 pl = pl.offset(w2 as isize);

18 } else { len=...; }

19 p2 = p2.offset(w2 as isize);
20 }
21 while len < goal_length {
22 putchar(’ ’ as i32);
23 len = (len as libc::c_ulong).wrapping_add(2) ...;
24 }
25 puts(pl);
26 -

Fig. 2: (Top) An example of C program with aliasing pointers,
i.e., multiple pointers pointing to the same region of memory.
(Bottom) A line-by-line translation by c2rust. Uses of unsafe
raw pointers and 1libc APIs/types are highlighted in red.

Fig. 2] shows an example of C code from the fmt bench-
mark and the translation produced by the c2rust tool. The
latter is created by preserving the structure of the original
code, line-by-line and variable-to-variable, but contains unsafe
Rust code blocks. The main challenge is to refactor the unsafe
code to safe Rust. A straightforward removal of the keyword
unsafe does not work as there are two immediate challenges:

a) the unsafe Rust code, much like the original C code,
uses low-level raw pointers and C library calls that are
disallowed in safe Rust; and

b) even if there exists a way to replace all pointers with
references, the resulting code will violate safe Rust rules.

In fact, for our shown example, there is no translation that
keeps the original control-flow structure as-is and maps all
the original C pointers to Rust references. This is because
preserving the original lifetime and read/write semantics of

1 fn center_stream<R: BufRead>(mut stream: R, _name: &str, config:
&Config) {

2 let mut pl = String::new();

3 while let Ok(bytes_read) = get_line(stream, &mut pl) {

4 if bytes_read == 0 { break; }

5 let len: usize = pl.trim().chars().map(|c| if c == ’\t’
{’ ’ } else { ¢ }).map(char::len_utf8).sum();

6 let padding = (config.goal_length - len) / 2; //
Calculate padding to center the line

7 for _ in 0..padding { print!("."); }

8 println! ("{}", pl.trimQ));

9 P ooa

Fig. 3: A safe Rust translation of the C program (Version A)

TABLE 1II: Dissimilarities between source C programs and
Rust translations. Numbers are averaged over all translations.

Benchmark #user- #function #signature #pointer decl.
translations (kept/rm./add.) (sim./dissim.) (kept/rm.)
csplit 5 7/2/3 5/2 54% | 46%
expr 2 8/10/8 4/4 61% / 39%
fmt 4 10/2/2 6/5 82% | 18%
join 2 6/6/11 4/2 70% | 30%
printf 3 11/2/4 5/6 71% | 29%
test 4 16/2/3 10/6 89% | 11%
shoco 6 6/0/2 2/5 2% | 28%
urlparser 5 18/3/3 3/15 79% | 21%
Rust library types
C library Ouwned types References Description
pointer tvi?es String 23 | &String, &str 29 | UTF8 string type
har® / Option<String> 9 | Option<&str> 3 | Optional String
- Vec<String> 18 | &Vec<String>, &[String] 6 | Dynamically sized array
intl6_t*
int Mutex<String> 1 / Primitive for thread safety
int*
OnceCell<String> 1 | / Write-once String
size_t*
Vec<u8> 4 | &Vec<u8>, &[u8] 19 | Array of bytes
FILE*
char ] &char 2 A single Unicode scalar value
int64_t*
- [u8; N] ] &[u8] 17 Stack array
wchar_t* [i16; N] o | &[i16] 6 | stack array
i16 / usize a4 |/ Primitive types
File 7 &File 2 A file handle
Box<dyn Buffead> 7 | &mut dyn BufRead 7 | Dynamic trait object

Long tail (36+ types)
/ /

Eliminated

Fig. 4: Raw C pointers to Rust data types lifted in translations
and the number of programs using each Rust type (in blue).

the C variables in the Rust code will always violate the AXM
principle, since p2 needs to be a mutable reference and remain
alive from Lines 8-14, and that interferes with the use of pl.

Despite this apparent challenge, there are ways out of
the quandary, and our participants translated such programs
correctly. We explain what strategies they used and how often.

A. Semantic Data Type Lifting

Several users recognize that the low-level char® pointers
used in the example C code are semantically operating on
a higher-level data type and they lift the object’s type to a
relevant Rust abstract data type. Figure [3| shows one such suc-
cessful translation that lifts the char* buffer in C to String
type. The C code with library calls is replaced with invocations
to the Rust String methods. For example, the C code in
Lines 6-20, which is responsible for counting the whitespace
characters and center-justifying the string, is implemented with
safe Rust String methods in the translation. The result of
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Fig. 5: Breakdown of C library API translations with examples.

such type lifting is that the Rust code is less similar to the
original C code in the control-flow structure and variables used.
Table [l summarizes the amount of dissimilarity we observe
in 31 final translations and their corresponding C code.

Multiple choices for the Rust data types exist here. For
example, char* may be lifted to Rust String, Vec<u8>,
Box<[u8]>, and so on. Figure 4 shows the top Rust data
types that our participants lifted from C pointers across 8
benchmarks in their final 31 translations. Note that there
are subtle differences between the original C type and the
corresponding lifted data type that the user chose. In Version A,
the code uses a String type, which does not support strings
with invalid UTF-8 characters (unlike the original C code). The
corresponding Rust translation elides that particular behavior
present in the original C code. Section quantitatively
analyzes such semantic discrepancies in more detail.

A different sub-challenge with type lifting is how to
translate operations on the original data type, which is often
implemented with standard C library API, to corresponding
Rust data type methods. Foreign function interface (or FFI)
calls to C libraries are disallowed in safe Rust. User transla-
tions used the strategies below to translate C library API calls:

(a) Direct Mapping to Safe Rust APIs. 36.7% of the API calls
are translated to single safe Rust method calls.

(b) Translating to expressions. 39% of the API calls are
translated into expressions that make use of multiple Rust
methods and operators to achieve similar effects.

(c) API Emulation. 13.4% of the API calls are translated into
calls to user-implemented functions that emulate them.

(d) Elimination. 7.6% of the calls for manual memory and
resource management are eliminated since Rust data types
can automatically achieve similar effects.

(e) Third-party Libraries. 3.3% of the calls are translated to
API calls provided by third-party libraries (crates).

The breakdown of these choices with examples is summarized
in Figure 5] As a result of the above challenges, we observed
that the initial guess of the lifted data type chosen by a user
was often not optimal. Of the 17 participants who shared their
initial version of Rust code, 10 refined or changed their initial
types chosen to other ones in the final version.

User-provided translations break away from the low-level
structure of the original C code by semantically mapping
C data types and APIs to similar ones in Rust. They often

fn center_stream<R: BufRead>(mut stream: R, name: &str) {

1

2 // ...

3 while let pl: Vec<char> = get_line(stream) {

4 for c in pl { // implicit mutable borrow by the loop
5 if ¢ == "\t’ {

6 e= " 98

7 }o...

8 if (1 == 0 && isWhiteSpace(wc))

9 pl.drain(..wcl); // AXM violation (FAIL!)
10 ) cao

11 }o...

12 println! ("{:?}", pl);

13 B coa

Fig. 6: A Line-by-line Rust translation that fails to compile.

[reﬁne their initial guess of such C to Rust mappings. )

B. Dealing with Aliasing

Fig. [6] shows another example of translation wherein, after
data types have been lifted, the Rust compiler checks are
violated. This example illustrates a separate challenge: Users
have to decide how each one of the original C pointers should
be mapped to Rust references while satisfying Rust borrowing
rules in the presence of aliases (borrows). Rust provides the
option to use reference-counted dynamic references, which
have accompanying runtime costs, but we see that users did
not use them for heap and stack data references. Instead, users
found 2 strategies, specialized to the access patterns used by
the C program, that satisfy static checks of the Rust compiler.

Strategy (a): Elision. When objects are lifted from C to Rust,
many of the original C pointers do not need to be mapped to
Rust references and can be elided in the translated code. For
example, code in Version A (Figure [3) elides the C pointer
p2 because its functionality is encapsulated by Rust String
methods. Version A satisfies the Rust compiler checks.

Strategy (b): Cloning. The translation shown in Version
B (Figure embodies a different strategy. It satisfies the
Rust borrow checking rules by separating the read and write
accesses of the original object into two separate objects. In
Figure @, the p1 reference and the iterator are simultaneously
trying to modify the object, hence violating the AXM principle.
In Version B, however, a new copy of the original String
object is made. The p1 reference can thus remain immutable
and refer to the original object, while all writes are made to the
copy by the mutable reference ans. Later on, only the writable
copy of the object is used. Such a rewrite mechanism satisfies
the borrow rules in safe Rust and compiles successfully.

Two pointers to a read-only object can both access the
object without any restriction in C. But in Rust, if one reference
is (re)borrowed from the other, it should have a statically
determined shorter lifetime than that of the other, which is
more restrictive than C. The cloning strategy is thus also useful
when translating C code with multiple immutable pointers. It
disentangles the lifetime of two immutable pointers referring
to an object by making a copy of it with the same value.

How often are the above strategies used? Elision is the most
frequently used specialization strategy when translating code
fragments involving aliasing references. We find that it is used
in 25 final translations. Cloning is used in 13 translations.



fn center_stream<T: BufRead>(&mut self, stream: T, name: &str) {

1

2 for line in stream.lines() {

3 let pl = match line {

4 Ok(line) => line, Err(e) => { ... }
5 };

6 let mut ans = String::new();

7 let mut len = O;

8 for c in pl.chars(Q {

9 // ... if c is a space, skip

10 if ¢ == "\t’ {

11 ans.push(’ ’);

12 } else {

13 ans.push(c);

14 }

15 len += c.width().unwrap_or(1);

16

17 println! ("{:>width$}", ans, width = ...);

Fig. 7: Possible translations of the C program (Version B)

TABLE III: Temporal and spatial memory safety of data
references used in Rust translations.

References Fraction \ Temporal Safety Spatial Safety
\ static dynamic  static dynamic
Owning 49.2% 95.6% 4.4% 1.6% 98.4%
- stack 14.2% 100.0%  0.0% 127%  871.3%
- heap 31.4% 100.0%  0.0% 0.0% 100.0%
- global 4.4% 459%  54.1% 0.0% 100.0%
Borrowing 50.8% 99.7% 0.3% 9.1% 90.9%

- mut. 11.6% 98.6% 1.4% 21.2%  78.8%

- immut. 39.2% 100.0%  0.0% 5.5% 94.5%
Nullable 8.3% | 100.0% 0.0% 10.8%  89.2%
DST 79.7% 99.6% 0.4% 0.0% 100.0%

- string 62.5% 99.7% 0.3% 0.0% 100.0%

- buffer 16.4% 99.0% 1.0% 0.0% 100.0%

- poly. 0.8% 100.0%  0.0% 0.0% 100.0%

Rust translations provided by users choose specialized
strategies to satisfy static Rust safety rules, rather than resort
to dynamic references (ref-counted), to handle aliasing.

V. Security AND PERFORMANCE OF USER TRANSLATIONS

One of the most important motivations for translating C to
Rust is to guarantee full memory safety without sacrificing
performance. Some Rust safety abstractions are completely
static, thereby having zero runtime costs, while others employ
runtime checks. We analyze the usage of Rust abstractions in
the translations obtained in our study to understand how often
zero-cost safety abstractions are used. We then measure end-
to-end performance of the Rust translations. We also highlight
prominent examples of code patterns known to be dangerous
in C. These are forbidden in safe Rust, and we explain how
they were translated to safe Rust code by our participants.

A. Breakdown of Safe Abstractions Used

Rust offers smart references (pointers) and safe data type
abstractions which can replace raw pointers in C. We analyze
(1) how often the Rust translations use those data type abstrac-
tions that encapsulate pointers, and (2) whether the memory
safety properties on those types are enforced at compile time
(statically) or run time (dynamically).

Breakdown of Different Types of References. Table
summarizes the different types of smart references and data
types that our users used, along with their frequency of usage.
There are 1261 explicitly declared reference-like variables
in the 31 final Rust translations in total. Those variables
can be classified into either owning references (49.2%f] or
borrowing references (50.8%). The owning references consist
of references of stack data (14.2%), heap data (31.4%), and
global data (4.4%). Among borrowed references, 11.6% are
mutable references, and 39.2% are immutable references.

Spatial and Temporal Safety of References. All the refer-
ences in safe Rust are strongly typed so that the Rust compiler
can enforce certain safety invariants when using those types.
For temporal safety guarantees, most of the owning references
(95.6%) and borrowing references (99.7%) are compile-time
checked, which are statically proven to be free of temporal
memory errors. This includes almost all of the stack and heap
data references. The remaining are dynamic references, which
involve either partial or full dynamic checks. Typical types
in the translations include OnceCell<T> (runtime check on
the first write) and Mutex<T> (check on every code region
of access). Most of the dynamic references are for global
variables. For spatial safety, most references used (90.9%) may
require runtime checks on access.

Two sub-categories of references, i.e., nullable references
(8.3%) and references to dynamically-sized types (79.7%), af-
fect abort handling and performance and are worth mentioning.

Nullable References. Nullable references are typically rep-
resented by Option<T>, which piggybacks on static type
safety to separate the case where a reference is NULL from
when it is not. It is often a zero-cost abstraction when T
is a non-null reference, while preventing ungraceful aborts.
Usage of nullable references forces the developer to specify
how the code should handle null pointer deference, preventing
the software from aborting ungracefully when memory safety
is violated. If the user does not want to specify how such
exceptions should be handled, Rust gives a default way in
which the compiler inserts null checks. They result in runtime
panic on safety-violating inputs. It is explicitly reflected in the
syntax (e.g., unwrap(..)). In the user translations, 63.1%
of the accesses use such default null checks that may cause
runtime panic on null pointer access, while the other 37% use
of Option<T> are panic-free (not raising runtime aborts).

Dynamically Sized Types. Dynamically sized types (DSTs)
are useful to support strings, buffers, as well as runtime
polymorphism (e.g., Box<dyn T>) [4]. References of DSTs
are typically “fat” pointers that store additional information
to facilitates dynamic checks for spatial safety. In our Rust
translations, 79.7% of the variables are DST referencesﬁ]

Temporal safety is achieved mostly statically (95.6%),
whereas spatial safety is mostly through runtime checks.

Case Studies: Known Vulnerabilities Eliminated. It is
evident, even in our small-scale user study, that C to Rust
translation directly addresses the root cause of memory safety
vulnerabilities, namely insecure coding practices. 2 out of 8

SWe consider smart pointers (e.g., String and Vec) as owning references.
SWe count String and Vec as “references” to dynamically-sized types as
well, even though those smart pointers themselves have fixed size.



of our benchmarks, shoco and urlparser, have 3 known
vulnerabilities in our chosen versions. The data compression
library shoco has one spatial memory vulnerability (CVE-
2017-11367) on the access of an array called packs. All
users who translated this benchmark eliminated the spatial
error and the out-of-bound is caught at runtime. Similarly, a
heap-buffer overflow on a string buffer in urlparser is caught
at runtime as well. The C char* pointers pointing to the string
are lifted into String, &str, or &String with spatial safety
guarantees. For temporal safety, there is a use-after-free (UAF)
vulnerability |'| in the urlparser C program when the input
string to the parser does not live long enough before calling
certain library APIs such as url_data_inspect. This bug is
statically eliminated as the lifetime and borrowing rules in Rust
forbid such code patterns. All participants created a copy of
the borrowed input string that needed to live longer than the
original, thereby eliminating the vulnerable pattern in the C
code. More details on the case studies are in the Appendix [A]

All the known memory safety vulnerabilities in C programs
are eliminated in each one of the Rust translations.

B. Performance Comparison
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Fig. 8: Running time of the most similar Rust translation
compared to the original C at different optimization levels.
The time for the baseline C (dashed line) is normalized to 1.

We now turn to a comparison of performance overheads
introduced when one migrates the same C code to Rust. An
issue here is that our user-provided translations do not have
the exact same behavior as the original C code on all inputs.
Furthermore, there are multiple candidate translations for each
of 8 C benchmarks to compare with, each with differences
from the original C code. To deal with these, we choose the
Rust program which is most similar to the corresponding C
program on tests. Specifically, we select the Rust translation
with the highest test coverage as the main comparison baseline,
tie-breaking in favor of the shorter translation. All the tests
provided by all the participants for the C benchmarks are
considered when computing the (line) coverage. This gives
us 8 Rust translations, one for each C benchmark.

We report performance only on test cases for which the
Rust code and corresponding C have the same output and both
exit normallyﬂ thereby eliminating unfair comparisons.

"The fix commit changed the ownership from borrowing (line 100 of the
left side) to owning (line 188-192 of the right side) in url.c.
8We do not measure performance on unit tests for error handling.

The running time is calculated between the entry and exit
of the main function of the programs to exclude differences
in the load and initialization timg’} We report the average over
70 repeated trials, removing the first 10 rounds, which warm
up hardware and OS caches, as well as the fastest and slowest
10 rounds of the remaining. The ratio of running time Rust
compared to the corresponding C is given in Fig. [§] We have
that for 5 out of the 8 C benchmarks, their most similar Rust
translations run faster. 6 out of 8 have corresponding Rust
translations well below 10% overheads, while the remaining 2
have about 10% and 40% overhead at -03 optimization level.

It is worth noting that our performance analysis is post-hoc.
We did not ask users to measure or optimize for performance.
We only specified correctness and safety as the objectives.

For Rust translations most similar to the original C code,
the overhead is mostly within 20% and Rust is often faster.

C. Examples of Security-Enhancing Code Patterns

Certain code patterns in C are considered unsafe and
are forbidden in safe Rust. However, there are often safe
abstractions in Rust designed to achieve similar goals at low
cost. We focus on two kinds of patterns present in our C
programs, including mutable globals and unions, to analyze
how users translate such code patterns into safe Rust.

Mutable Globals. Mutable global variables in C are prone to
be corrupted and exploited in real-world attacks due to their
extensive lifetime across many functions and relatively pre-
dictable address [35]], [37]. Besides being a convenient target
for attackers, mutable globals are also sources of various hard-
to-find temporal memory errors, and are thus discouraged by
various coding guidelines [1]], [5], [[7]. Safe Rust forbids plain
mutable globals because they violate the AXM principle even
in single-threaded programs. Otherwise, different call frames
can obtain mutable references to globals with overlapping
lifetimes, leading to memory errors and incorrect optimizations
in Rust. To translate C code using globals into safe Rust,
we see that users devised several strategies using safe Rust
abstractions, which are listed below:

A) From global to locals. A performant strategy is to identify
where the global is used first and last in the program.
Then, one can replace the original global variable with a
local (stack or heap) object spanning the lifetime of actual
use. A reference can be passed into functions that need
them. When multiple mutable globals are transformed
this way, they can be grouped into a single struct
object for better performance and to reduce code bloat.
One reference to the grouped struct object with the
original globals as fields at different offsets is sufficient.
This optimizes for performance as it lowers the cost of
parameter passing by reference for many moved globals
with similar lifetimes of use in the original C code.

B) Dynamic references. The fallback strategy is to create dy-
namic references, declared either as thread locals or true
globals in Rust. For thread-local variables, single-thread
synchronization (e.g., RefCell) is still needed [[11f], but
multi-thread synchronization (e.g., Mutex) is not neces-
sary. Such references incur some runtime costs.

9We also measure end-to-end performance. Details are in the Appendix
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C) Atomic integer types. For mutable global variables that are
integers, dynamic references are not needed if declaring
them as Atomic. For Atomic types, special APIs can
mutate their values without mutable references to them.

19 participants chose to move the globals to locally refer-
enced objects. 11 of them also grouped multiple globals into
an aggregate struct object. 3 users kept mutable globals as
globals or thread-local variables through dynamic references.
4 used atomics for mutable globals. Code examples illustrating
each strategy are shown in the Appendix in the extended
version of this paper [39].

C Unions. Unions in C allow overlapping objects of incompat-
ible types. However, programmers are responsible for ensuring
that operations on unions are type safe. Otherwise, type safety
violations can lead to both spatial and temporal memory
errors [21]. In safe Rust, unions are not allowed, but various
abstractions can be used to achieve similar functionality. 2
of the 8 C programs in our benchmarks use unions. Users
translated C unions depending on different use cases:

A) Zero-cost type casting (type punning [12]]). The string
compression library shoco uses union to access integers
as raw bytes. Its behavior depends on the endianness of
the target architecture. Some users translate such code
into safe Rust API calls (to(from)_le(be)_bytes) that
convert between primitives and constant-size byte arrays.
Note that the conversion is zero-cost since those APIs
will be optimized away during compilation. They can also
be used together with conditional compilation supported
in safe Rust to match the endianness of the architecture.
Examples are provided in Appendix D in the extended
version [39] of this paper.

B) Sum type (variant record). Another C program expr uses
unions to implement variant records (sum types). For such
use cases, some users translate them into enum and access
them using statically-checked match statements. Rust
enum is memory efficient, and the memory occupied by
a Rust enum depends on its largest discriminant, similar
to unions in C. Please see Appendix D in the extended
version [39] for examples.

For relevant use cases of unions, 3 users used zero-cost type
casting APIs in safe Rust, and 2 users used Rust enums.
Another 3 users did not use those abstractions but emulated
the C unions using structs and methods with higher overhead.

Users often translate known unsafe C code patterns to
equivalent statically-checked low-cost safe Rust code.

VI. Tue Gap IN FuncTioNAL CORRECTNESS

As mentioned in Section each participant submitted
their final translation and tested it with test cases they created.
Most participants created tests that covered more than 85% of
the original C program and reported that their final Rust trans-
lations passed their tests. We analyze how many behavioral
differences are missed by tests self-created by participants.

We employ automated fuzz-testing to check for behavioral
differences between Rust and the corresponding C source. We
use AFL++ [260] to generate tests for each of the 8 C programs
for 1 hour per program. We then sample 300 distinct tests
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Fig. 9: Rust translations of the same C program all fail on a
large fraction of fuzz tests (Subfig (a)) and all pass on a large
fraction of user-provided tests (Subfig(b)).

per program, except for programs with less than 300 tests
available, in which case we took all tests@l On these tests, we
compare each of the 31 Rust programs to its corresponding C
program. We omit minor non-semantic discrepancies such as
the error message format when computing the difference.

We find that none of the 31 translations is fully equivalent
to the original C code. Fig. 0] shows that 37%-100% (68% on
average) of the fuzz tests exhibit a discrepancy across different
Rust translations of the same C program.

Many translations fail the same way. Given that all the trans-
lations have behavioral differences from the corresponding C
code, we examine whether their failures are correlated. We
count how many translations for the same C program fail on
the same test case. Fig.[9]shows that nearly all Rust translations
fail on about the same 38% tests on shoco, the same 50%
on test, and so on. We investigated some of the tests that
all translations failed, finding that they are often corner cases
involving C library calls that are tedious to emulate in safe
Rust, and hence missed by all translations. An illustrative
example is provided in the Appendix |B|for interested readers.

Breakdown of Behavioral Differences. The behavioral dif-
ferences can be classified into three categories, including:

A) I/O encoding/decoding errors. Standard Rust APIs have
different I/O formatting and encoding behavior from
similar C APIs. For example, the input arguments and
string APIs often assume UTF-8 encoding, which might
abort the program if the string buffer is not valid UTF-8.

B) Runtime safety aborts. The Rust has runtime checks about
spatial errors and null pointer dereferences that safely
abort, while C may continue arbitrarily and crash.

C) Logical differences. Both C and Rust can finish the
execution and normally exit, but the output is different.

Fig. [I0] shows the distribution of category of differences for
each of the 31 translations. Nearly all translations (27/31)
behave differently on more than half of the newly created tests
from fuzzing. Logical differences (category C) exist across all
translations, highlighting the gap in functional equivalence. I/O
encoding/decoding errors (category A) are frequent in general,
while safety-violating inputs (category B) are more frequent in

103 programs had fewer than 300 tests: shoco (200 tests), csplit (211
tests), and urlparser (22 tests)
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Fig. 10: Behavioral differences across 31 translations with tests
from greybox fuzzing. Legends from left to right mean “equiv-
alent behaviors” ( ), “I/O enc. errors” (gray), “Runtime
safety aborts” (brown), and “Logical differences” (red).

translations of shoco and urlparser. Note that Category B
cases do not lead to undefined behavior in Rust due to runtime
safety checks, but exhibit behavioral differences to C. These
differences are to be expected—Rust is eliminating potentially
unsafe (undefined) behavior from untamed C code.

Differences in I/O. Although the gap between the trans-
lations and full functional equivalence is non-negligible and
common, we find that some of the differences may not matter
for many intended usage scenarios. One example is that the
differences in I/O encoding/decoding behaviors are a major
source of behavioral differences, as shown in the gray bars in
Fig.[I0] Such differences may not matter if the intended inputs
to the programs are valid UTF-8 strings. The UTF-8 encoding
is widely assumed in the Rust standard library on string-
related APIs. Those APIs provide convenient ways to work
with UTF-8 encoded strings compared with other encodings.
If the intended use case requires processing other encodings,
the same data types and APIs may no longer be useful.
Rewriting of related API functions or external emulation would
be necessary, leading to a more verbose translation.

Panic-free Translations. 7 out of 8§ C benchmarks have at
least one user-provided Rust translation that is panic-fre
The urlparser benchmark is an example where we have
2 translations that do not have any runtime safety aborts
(brown bar in Fig.[I0), while the remaining 3 translations have
panics. On the contrary, the 2 panic-free translations avoid all
use of Option<T>: :unwrap (). These differences across Rust
translations are only artifacts of how different users handle
safety aborts, arising out of undefined behavior in C.

None of the Rust translations is fully equivalent to the
corresponding C, but some differences are due to Rust pro-
grammers handling safety aborts differently. Several logical
differences and incompatibilities in the external I[/O remain.
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VII. EFFICACY OF STATE-OF-THE-ART AUTOMATIC TOOLS

We evaluate 4 state-of-the-art C to Rust translation tools
on our C benchmarks to analyze whether their approach is
effective and, when not, where the immediate gaps are.

A. Compiler-based Tools

Both Laertes and Crown are compiler-based systems that
post-process the unsafe Rust code produced by the c2rust
compiler [33]. Our results, shown in Table confirm that
while both tools can often produce Rust programs that compile,
the generated code is still largely unsafe and far from safe Rust.
We summarize their missing features next.

Fraction of Raw Pointers. The fraction of raw pointers that
can be lifted by Laertes and CrRownN is limited. For LAERTES,
Most of the data references (95.3% on average) are still unsafe
raw pointers{ﬂ For Crown, the majority of the references are
also raw pointers, and safe Rust references account for less
than 3.1% averaged over all the benchmarks.

Lifted Safe Rust Data Types. Both of the translation tools
have limited support for higher-level data types. Both LAERTES
and Crown are limited to three types of Rust references that
are closely related to C pointers. The three types include
Option<&T> (similar to const T* in C), Option<&mut T>
(similar to T*), and Option<Box<T>> (owning T*) where
T is a C-compatible type. Most of the higher-level smart
references that participants frequently use are out of the scopes
of those tools, including String, &str, Vec<T>, BufRead,
and so on, which are shown in Fig.

Handling of C Library Calls. C library calls turn into FFI
calls from Rust to C in the translation of both LAErRTEs and
Crown. C library functions generally do not have direct safe
Rust mappings, and the translation is often not straightforward.
Calling C functions through FFI is easy, but such handling of
library calls permits unsafety. Such operations are only allowed
in unsafe Rust. At the same time, C APIs often require raw
pointers as parameters, which may also constrain related Rust
code to operate on raw pointers. In contrast, users in our study
addressed the API translation problem by utilizing safe Rust
code in creative ways, as shown previously in Fig. [3

Dealing with Aliasing and Lifetimes. Aliasing references
in Rust can frequently violate borrowing rules and thus can
be challenging to translate. LaerTEs and CrowN aim to lift
pointers to references while preserving the low-level control
flow and data flow of the C program. The strategies highlighted
in our work, for instance in Section [[V-B] are not used by these
tools. These prior tools do not aim to eliminate unsafe C code
patterns such as mutable globals or unions that may be present
in the c2rust compiler output used as their first stage.

Memory Safety. The end result of the code produced from
prior compiler-based tools might be safer than C, but is not
guaranteed to have full memory safety. Recall that there are 3
known vulnerabilities in our C benchmarks. The translation
resulting from these tools eliminates 1 of these vulnerabilities,
a read overflow of a global array, as shown in Fig. [I1] in
the Appendix [A] The original global array declaration in

Excluding the abort due to I/0 encoding/decoding errors.
12Excluding data references in helper functions injected by LAERTES.



TABLE IV: Comparison of Existing Tools on Our Benchmarks

Tools

Prog, LAERTES CrOWN FLOURINE VERT
. Safe Code (%) Passed . Safe Code (% Passed . Safe Code (% Passed R Safe Code (% Passed
Compile #Line #1({ef_ Tests Compile #Line #flez. Tests Compile #Line #E{ez. Tests Compile #Line #flet: Tests

csplit v 1.3% 3.2% 100% v 1.8% 3.2% 100% X 100% 100% - X 97.2%  100% -
expr v 1.3% 5.0% 95.3% X 1.8% 2.5% - X 853%  100% X 98.8%  93.1% -
fmt X 1.2% 3.0% - v 1.8% 3.0% 100% X 73.1%  100% X 60.1%  100% -
join v 0.9% 14.3% | 100% X 1.4% 2.4% - X 74.3%  100% X 94.3%  100% -
printf v 1.4% 3.0% 100% v 2.1% 3.0% 100% X 77.1%  100% X 95.9%  100% -
test v 1.0% 9.5% 100% v 1.6% 9.5% 100% X 81.8%  88.2% X 62.9%  84.6% -
shoco v 1.2% 0% 100% v 0.3% 0% 100% X 96.3%  100% X 99.4%  100% -
urlparser v 0% 0% 100% v 0.2% 1.3% 100% X 100% 100% X 84.1%  78.6% -

C is syntactically translated into an equivalent global array
declaration in Rust. Access to such an array (rather than
via a raw pointer) is bounds-checked automatically in Rust.
The remaining 2 vulnerabilities persist in the Rust translation
produced by both these tools, one of which is a spatial violation
and the other temporal. Raw C pointers (not integers) are
involved in the unsafe code in the 2 cases, and LAERTES and
CrowN are not yet able to lift them to safe Rust references.

State-of-the-art compiler-based C to Rust tools output trans-
lations that extensively use unsafe Rust while rigidly retain-
ing many structural similarities to the original C code.

B. LLM-based Tools

There are 2 recent tools, FLoURINE and VERT, that are state-
of-the-art for C to Rust translation utilizing large language
models (LLMs). We report on our experience in running them
on our 8 benchmark programs. FLOURINE explores 4 test-driven
repair strategies in concert with LLMs. VErT uses a different
approach. It creates two translations of the given C program,
one is unsafe Rust decompiled from WASM, and the other is
an LLM-generated safe Rust code. Then, it uses fuzzing and,
if needed, model-checking techniques to find tests that exhibit
differences and subsequently run an automatic repair. The work
on VERT claims that if their tool terminates normally, the
resulting translation is expected to be functionally equivalent
to the C code. For evaluating FLOURINE, we choose their most
stable configuration with GPT-4°| as the LLM backend. For
evaluating VErT, we use Claudg'*| which is reported to be the
best-performing LLM backend for their artifact.

We observe that code generated from these LLM-based
tools is more idiomatic and uses safe Rust abstractions more
often than compiler-based tools, and thus can serve the goal of
useful translation aids for human developers on code snippets.
However, neither tool generates a runnable translation for any
of the C programs we consider, as shown in Table This is
because both tools have certain structural assumptions on the C
code given to them as input. Specifically, both tools expect that
the C program can be decomposed into components such that
each can be independently translated and tested, since present
LLMs work reasonably well on small code fragments.

The decomposition of C programs into such components
and merging of their Rust translations are not automated by

13We use the model version gpt-4-0125.
“We use Claude 3.5 (claude-3-5-sonnet-20240620), which is the best
available version of Claude at the time of our evaluation.
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the tools. We encountered many difficulties when trying to em-
ulate the decomposition strategies described in their respective
works. These difficulties point to a broader technical challenge
that may be of independent interest for further research.

Decomposition Failures. 6 out of 8 of our C benchmarks
are real-world standalone programs, and the remaining 2 are
libraries. Functions in standalone programs are connected by a
call graph. We find it difficult to decompose such functions into
independently testable modules using the strategies described
in the works of FLoOURINE or VERrT. For example, if a function
f calls g, then the component containing f is required to
contain g since it is a dependency. This implies that on our
standalone C program benchmarks, the function main depends
on all other functions and the component containing it includes
nearly the whole program, making it too large to obtain
repairable translations from LLMs. The 2 library benchmarks
are marginally better since there is no main function, but the
challenge persists in part here as well.

We note that the decomposition strategy proposed in
FLoURINE or VERT can produce multiple translations of the same
function that are inconsistent and cannot be merged into one.
Say we have two components, one containing function {f, g}
and another containing function {#, g}. The two components are
translated independently and thus multiple Rust translations
of the function g are obtained. We often find that these
translations have conflicting type definitions and incompatible
types that are difficult to merge into a single translation.

We are not aware of better ways to decompose our C
programs in components small enough to feed to FLOURINE
or VErt. We fed the whole program to these tools and the
translated Rust code does not compile. We then experimented
with several versions manually to best split each function in a
separate component, while including only a minimal number of
dependencies, such that the size of component is small enough
to work with LLMs. We are able to produce Rust translations
reported in Table with some compilable components, but
unable to merge them back into a single compilable program.

State-of-the-art LLM-based C to Rust translators produce
idiomatic safe Rust snippets, but not safe Rust programs
that compile. Existing tools share a common challenge in
devising workable decomposition strategies for long C code.

C. Do existing LLMs help in user-provided translation?

We revisit whether LLMs, taken standalone, are helpful to
users who followed their own translation strategies. Recall that



we placed no restrictions on the participants to employ external
tools. We asked our participants to specify which tools they
used and provide qualitative feedback on their experience. In
their feedback, 31 of the 33 participants reported that they tried
to use LLMs for assistance. 14 users mentioned that LLMs are
helpful indirectly in the translation process, including tasks
such as explaining the C code and suggesting Rust data types
and APIs. However, most of the participants (20/31) reported
that the code generated by LLMs is error-prone and hard to
debug. 2 users reported that they abandoned LLMs for direct
code translation and translated manually from scratch.

VIII. EXTENSIBILITY OF FINDINGS To REAL-WORLD CODE

To test whether our findings generalize beyond our chosen
programs or our user group, we conduct a post-hoc analysis

of a mature open-source Rust project uutils/coreutils

(uutils), which mirrors the GNU coreutils written in C. The
uutils project aims for compatibility with GNU coreutils and
passing the same GNU test suite. The uutils Rust repository
has 17.6k Github stars and 5 of its most active contributors
have Rust experience of more than 2 years at the time of
this writing. We examine 6 uutils Rust programs that share
names and functionality with the 6 BSDCoreUtils programs
in our benchmarks. Similar to our user study, we compare
those Rust programs to their C counterparts in GNU coreutils.

Program Dissimilarity. Recall that the Rust translations in our
user study are dissimilar from the C source (Sec. [V-A). We
find that a larger dissimilarity between the structure of uutils
Rust programs and their corresponding GNU C programs
compared with our user study is observed. We manually
checked 142 and 165 C and Rust functions, respectively, across
the 6 programs. We were only able to find 9 pairs of functions
semantically similar, and they were all relatively small

Security-Enhancing Code Patterns. The code patterns in-
volving mutable globals and unions in C are changed in Rust
programs in our user study (Sec. [V-C). It is the same for the
uutils project. The original GNU C programs also have many
global variables (on average 13.2 globals per program), and the
corresponding Rust programs in uutils avoid global variables
almost completely. These Rust programs group variables into
struct-typed objects (strategy A for globals in Sec. [V-C),
more often than in our study. One program expr, which
involves unions in C, is implemented with Enums in safe Rust.

Semantic Data Type Lifting. In our study, users lift raw point-
ers into various safe Rust data types, as shown previously in
Fig. ] We find that Rust data types used in uutils programs
are similar to the types seen in this study. 83% of the data types
in uutils programs also exist in translations by our users.
The most frequent Rust types in uutils programs are string-
related types such as String (18%), &str (14%), OsString
(6%), and 0sStr (4%). One difference is that OsString
and OsStr types do not exist in translations by our users.
These types bridge the gap between platform-native strings
and Rust Strings and are useful for uutils/coreutils as
it aims to be cross-platform. Our user study only specified the
requirements that the Rust code should work on Linux.

15We download a version on Sept. 26th, 2024 with commit hash a0d258d.
16Such large dissimilarity may be due to the fact that uutils/coreutils
is re-implemented in Rust from scratch to avoid license issues.
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Library API Calls. Recall that in our user study, users
translate many C library API calls using various strategies
listed in Fig. 5] We also investigate how library API calls in
GNU C coreutils are expressed in the uutils programs. Due
to a large number of library API calls (561 in total) and large
program dissimilarity, we focus on the top 10 frequently used
APIs that covered 53% of all the API calls. We manually look
into at least 5 call sites per API and check Rust code fragments
that implement corresponding functionalities. Most API calls
in C can be mapped to safe Rust API calls and expressions.
Third-party crates are used for some APIs. One example is
the quote C API that handles special characters. The Rust
program implements the same functionality using quote API
provided by the Rust crate os_display. We find no API calls
handled using the API emulation strategy, however.

Dealing with Aliasing. Recall that users in our study use
strategies including (A) reference elision and (B) cloning to
deal with aliasing (Section [V-B). For the uutils programs,
we find C code locations involving aliasing pointers and then
check how a similar functionality is implemented in Rust. Due
to large dissimilarities from the C source, we manually check
around 20 places in C and find 4 with clear matching code
fragments in Rust. Those code fragments are all examples of
reference elision, and one worth mentioning is the mapping of
a linked list in C to a Vec in Rust in the csplit program. Such
type lifting eliminates code blocks with aliasing pointers that
manipulate linked lists. We also find many instances of object
cloning in Rust uutils to satisfy ownership constraints when
calling functions. But none are specifically used for handling
aliased references as was done in our user study.

Functional Equivalence. In Section [VI, we reported that
user translations are not fully equivalent to the C source
and multiple differences are exposed by differential fuzzing.
The phenomenon is observed in the uutils project, which
currently passes around 80% of the GNU test suite. We find
that for 5 of the 6 uutils programs we investigated, there
are known correctness gaps with GNU Coreutils when using
its test results, as reported in the uutils repositor One
program, test, seems to be close to functional equivalence
since it passes the full GNU test suite. We further compare the
Rust version of test to the GNU C version using differential
fuzzing in a setup similar to Section Among 300 fuzzer-
generated tests sampled, we find 50.6% test cases exhibit
different behaviors. With a deeper investigation, we find that at
least 23.6% of the tests reveal non-trivial logical differences.
More specifically, C and Rust programs have different results
(i.e., return code) on 2.3% tests and semantically different error
messages on 21.3% tests. We observe no I/O encoding errors
or runtime safety aborts. We also find that the maintainers are
aware of several semantic differences that need to be fixed
according to comments in their additional test file.

Use of Unsafe Rust. Among the 6 Rust programs, only
one program (test) has one line of unsafe Rust to call
libc::isatty. This C library call checks if the open file
descriptor is a terminal. It can perhaps be replaced with safe
Rust APIs in third-party crates, such as atty or termion.

17 According to their |gnu-full-result. json| of commit a0d258d.


https://github.com/uutils/coreutils
https://www.gnu.org/software/coreutils/
https://github.com/uutils/coreutils/tree/a0d258d3f29cbe6b6714b4758554dba0e84264c8
https://github.com/uutils/coreutils-tracking/blob/6cd735e861ee67773ad2dee41157d8abc6796db7/gnu-full-result.json

Most of the findings in our user study are also applicable to
a Rust project mirroring GNU Coreutils written by experts.

IX. DiscussioN AND TAKEAWAYS

Our analysis of user-provided translations highlights sev-
eral points where automatic translation strategies deviate from
those taken by human users. We reflect on why there is such
a gap and summarize takeaways for automatic translation.

Separate Policy from Mechanism. Our observation is that
there are many choices to be considered when translating a
C program to Rust, i.e., there is no one-size-fits-all strategy
to take. The resulting translations, while satisfying memory
safety, can have varying levels of functional correctness, per-
formance, and grace in handling runtime safety exceptions.
The balance between them is a matter of policy. For example,
the level of functional equivalence to achieve is one crucial
policy decision. Full functional equivalence can require sig-
nificant effort and may even go against the purpose of code
migration [56]. To characterize what behaviors must be kept
and what behaviors can change in the translation, we may
need more thorough unit tests or other forms of specifications.
Another example of an important policy decision is about the
data types and APIs to use, which can lead to multiple ways
of translating the same program with different trade-offs in
performance, memory overhead, compatibility, and so on. In
summary, users may want explicit control over policy decisions
even when using automatic tools.

Improving LLM-based Search for Translations. Once policy
decisions are clear, automatic mechanisms can enable search
for translations. Our observation is that there are several
immediate and open problems that, if addressed, can make
C to Rust code automatic translator much more usable.

(1) Modeling of Data Types and APIs. So far, few of the
previous work explicitly models data types and APIs in the
Rust standard library, such as the ones summarized in Fig. [}
We believe it is essential to overcome the language differences
between C and Rust and move away from unsafe code.

(2) Mergeable Decomposition. Finding the right way to de-
compose programs into smaller components is challenging but
appears necessary for LLMs with limited context windows. At
the same time, decomposition need not be one-shot. It is useful
to explore if it is possible to incrementally transform identified
components, such that a partial Rust translation can be used
alongside the untranslated part of C.

(3) The Last Mile Problem. Some users reported in their
(optional) qualitative feedback about their experience. 10 users
reported that debugging was tedious in locating the root cause
of certain semantic differences. 6 users mentioned that fixing
some semantic differences involving library calls (e.g., regex)
is not easy. 14 users mentioned that LLMs are ineffective in
directly generating correct long code due to issues like type
inconsistency across functions and multiple inter-related errors.
4 participants who used LLMs for assistance reported that they
often needed to restart with clean context to get better output.

Promising Static or Dynamic Analysis. Based on our find-
ings, we foresee 3 program analyses as immediately useful:

(1) Refactoring Global Variables Through Lifetime and Def-
Use Analysis. Use of mutable globals differentiates C and safe
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Rust programs. As observed in our user study, many globals
are accessed within a thread and can be moved to the heap or
stack, possibly in grouped struct-typed objects for efficiency.
Precise analysis of lifetime of globals is a promising next step.
(2) Lifting Data Types Semantically Before Lifting References.
Data type analysis directly impacts how references are lifted
to Rust. Code blocks and pointers in C can often be elided
after type lifting, which is observed from both translations by
our users and in our extensibility analysis on public code(e.g.,
Linked list pointer manipulations to Vec API calls). LLMs can
be useful for pattern recognition tasks, according to qualitative
feedback received from our users, and it would be promising
to use them for type mapping suggestions of C objects to Rust.
(3) Lifting Unions. Automatic analysis to (a) tell apart different
use cases of C unions and (b) associate tag values with valid
fields for variant records can help convert unions to enums.

Threats to Validity. Our user study is with a relatively small
number of users and on relatively small programs. These
present limits are an artifact of time constraints and the
inherent difficulty of the task at hand for users who have
limited prior experience with Rust. We point out that Rust has
a relatively new developer community. A survey by JetBrains
in 2023 involving over 26k developers worldwide reports the
majority of Rust developers (56%) have less than 6 months
of experience [3]. To partially assess which of our findings
extend to code written by more experienced developers, we
reported on our post-hoc analysis on more mature real-world
Rust programs mirroring GNU C coreutils in Section [VIII]
Most of the key findings we highlight extend beyond our users.

X. RELATED WORK

In practice, many motivations for code migration to new
languages exist, such as legacy code modernization, com-
patibility improvement with newer platforms, N-versioning
for fault tolerance, and so on. Memory safety is a unique
driver for C to Rust translation. For example, Mozilla Firefox
is actively migrating components written in C/C++ to Rust
with memory safety as a key consideration [§]]. Towards
memory safety as a goal, a long line of memory defenses has
been investigated. They achieve different trade-offs between
performance, compatibility, and security.

Memory Safety in C/C++. SoftBound [44] and CETS [45]
are compiler-based solutions that provide full memory safety
in C. The performance overheads of enforcing full memory
safety in software-based approaches are often reported to be
higher than 50%. In recent years, specialized hardware features
have emerged to accelerate both spatial [40], [48], [57], [60]
and temporal checks [14], [|60]], but overheads below 10—-20%
for full safety appear elusive. Runtime defenses for spatial
safety can be acceptably low [30], but complete temporal
safety still bears a bulk of the runtime overheads. Languages
like Rust can help developers explicitly manage object life-
times in a way that eliminates temporal memory management
mistakes. In our user study, we see that users make heavy
use of zero-cost abstractions for temporal safety. Owing to the
costs of full memory safety, partial safety defenses have been
investigated and have a rich history [52]]. Prominent among
these are CFI [54]], ASLR [53]], stack canaries [20], guard
pages [17]], and DEP [55] which have found wide deployments.
These defenses have good performance characteristics but do



not rule out all memory safety errors. For example, exploits
that bypass these deployed defenses without violating control-
flow properties [6], [31] are known [[13]].

Another approach is based on proactive discovery of bugs
and subsequent automatic repair at the source C code level.
Greybox fuzzing [26], [29]], symbolic execution [16], [49], and
their combination [43] for finding security vulnerabilities is
an active area of research. Automatic localization of buggy
code [32], [50] and generation of suggestions for fixes are
being actively explored [28]], [51]. This find-and-fix approach
offers a continual process to improve software quality and
reduce patching effort once flaws are discovered.

Memory Safe Dialects for C. Writing code that is free of
memory safety bugs is a desirable goal. Several works focus on
finding language subsets or extensions of C/C++ that are easier
to statically analyze and dynamically retrofit safety checks
than untamed C. CCured explored spatial safety via “fat”
pointers and relies on garbage collection for temporal memory
safety [47]]. Xu et. al achieved temporal memory safety using a
global capability store instead of a garbage collector [58]]. Cy-
clone has similar spatial safety mechanisms as CCured but uses
memory regions for temporal safety [34]]. Flow-sensitive type
qualifier analysis can leverage user-provided type annotations
for static analysis [27]. More recently, work on the Checked
C language [22] aims to enable mixed legacy C pointers
with safe ones for incremental migration, by allowing parts
of the code to be type-annotated and proven safe. However,
it does not provide full memory safety. Efforts to dispatch
more spatial safety statically at compile-time are underway,
which can further reduce costs of spatial safety [19], [38],
[41]. There are also efforts to introduce temporal safety into
Checked C with runtime overheads of about 30% or more [62].
Overall, while designing safe C dialects continues to be a
promising endeavor, low-overhead designs that eliminate all
memory safety bugs have yet to be found.

Translating C to Rust. Safe Rust abstractions force develop-
ers to move away from raw C pointers. The abstractions offered
by safe Rust—Iifetime [9], ownership [18], and the AXM
principle [9]—force a significant departure from untamed C
or C dialects in how programmers write code. In the previous
sections, we have compared various previous work [24], [25],
[59], [61]], and scalable solution is still an open challenge.

XI. CoNcLuSsION

We have presented the lessons learned from a user study
on how users can translate C programs to safe Rust, with good
performance and security gains. Our analysis reveals that they
share a high-level approach and common specialized strategies
to overcome the challenges that encumber automatic tools.
Zero-cost abstractions are ubiquitously used, significantly re-
ducing the costs of runtime temporal safety checks, which
highlights why Rust offers a promising road ahead.
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APPENDIX
A. Case Studies with Memory Safety Vulnerabilities

Case Studies. We took a closer look at the translations of
shoco and urlparser, which are the two C programs with
spatial and temporal memory errors. We investigate if the
memory errors are eliminated or detected at runtime in the
Rust translation.

Case Study 1: shoco library. The C string data compression
library shoco has one spatial memory vulnerability (CVE-
2017-1 13671115} The global array packs will be overread when
the byte to be decompressed is malformed. In this case, the
return value by the header decoding function will be larger
than the length of packs array. When the return value is
used to index packs, the global buffer overflow happens, as
highlighted in line 5 in Fig [T1] (a).

This spatial memory issue is detected at runtime in all
Rust translations from our users. Since array packs is read-
only, most translations lift it to a constant global array with
type [Pack; 3]. Rust’s spatial bounds checking on arrays
ensures any out-of-bound array access will not happen. The
Rust compiler inserts runtime checks before the index access
PACKS [mark] . This is because it cannot statically infer the
validity of this access since the value of mark is determined
by the input. Fig|11|{(b) shows one translation, where the binary
will panic if the buffer overflow is about to happen.

It is worth noting that existing c2rust-based tools (in-
cluding LaerteEs and CrowN) are also able to eliminate this
vulnerability. They perform the same syntactic transformation
in their first stage to convert the global array declaration in C
to an equivalent declaration in Rust. Such array declarations
are bounds-checked on access. Since their translation of this
global array and the access are similar, we show one example
of the translated code snippet by their tools relevant to the
vulnerability in Fig. [TT] (c).

Case Study 2: urlparser library. The urlparser C library
(commit @65623ad) has multiple memory-related vulnerabil-
ities, including a spatial memory vulnerability that causes
information leaks and a temporal memory vulnerability that
can potentially cause programs using this library to crash. Both
vulnerabilities have been fixed in their latest version.

Temporal memory errors. This library aliases the input URL
string pointer and stores it as a field in its custom structure
when parsing this string. In addition to the parsing API, it
offers APIs that read the parsing result, such as the inspect
API. This is problematic because this library does not own
the memory referred to by this aliased pointer. Use-after-free
can happen if a program using this library calls the parse API
providing a string that does not live long enough before calling
other APIs, such as inspect. Fig. (a) shows the related
source code and a small example program that triggers use-
after-free. This issue has been fixed in commit 752635e.

This temporal issue is eliminated in all Rust translations
because of the temporal safety statically enforced by borrowing
rules and the String type. Any code pattern that can result
in double-free or use-after-free cannot be compiled. To satisfy
borrow rules, user translations copy the input string so that

8https://nvd.nist.gov/vuln/detail/ CVE-2017-11367
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(a) The source code related to a spatial memory issue

1 static const Pack packs[PACK_COUNT] = { ... };

2

3 size_t shoco_decompress(...) {

4 while (in < in_end) {

5 if (mark < ®) { ... }

6 else {

7 if (o + packs[mark]...) // Global buffer overflow!
8 }

9 }

10 }

(b) Safe Rust translation of the above C code by our user

1 const PACKS: [Pack; PACK_COUNT] = [ ... 1;

2

3 fn shoco_decompress(...) {

4 while in_index < in_end {

5 ifmark <0 { ... }

6 else {

7 if o_index + PACKS[mark as usize]...
by runtime check

}

// BoOF caught

oo

9 }
10 3}

(c) Rust translation by compiler-based tools (LAERTES/CROWN)

static mut packs: [Pack; 3] = ...;

pub unsafe extern "C" fn shoco_decompress(...) {

mark = ...;
if ...
else {
if o.offset(packs[mark as usize].bytes_unpacked as
size) > out_end ... // BoF caught by runtime check
10 }

1

2

3

4 ces

5 while in_0 < in_end {
6 .

7 {3

8

9

Fig. 11: Case Study 1: The spatial memory issue in the shoco
library is detected in all Rust translations.

the struct representing the parsing result can hold an owning
reference to the string, as shown in Fig. (b). This copy
is automatically deallocated when the lifetime of the parsing
result (i.e., UrlData) ends.

Spatial memory errors. This library can overread the input
string and print extra memory value if the input URL is
malformed. The root reason is that it directly increments
the URL pointer to skip the scheme separator :// without
checking if the separator exists in the URL. When it does
not exist, the pointer is incremented to be outside of the
input string buffer. This bug is caught at runtime by all Rust
translations. This pointer is lifted to &str or &String types,
which enforce spatial bounds checking on access. Several other
heap buffer overflow issues exist as well, all due to saving
strings to allocated memory regions with insufficient space,
i.e., having an allocated size smaller than the string length.
Such spatial issues do not exist in safe Rust translations by
users due to automated memory management.

B. Examples of Logical Translation Errors by Users

Here we describe several logical translation errors we
observed in translations of fmt program, along with a possible
fix for each.

1) Logical Errors that Require More Thorough Testing


https://github.com/jwerle/url.h/tree/a65623ad107be19ca4efb5a36379f3440eb48091
https://nvd.nist.gov/vuln/detail/CVE-2017-11367

(a) Code example related to the temporal memory issue

1 // urlparser.c

2 url_data_t *url_parse (char *url) {

3 url_data_t *data = malloc(sizeof(url_data_t));
4 data->href = url; // Store the pointer

5

6 void url_data_inspect (url_data_t *data) {

7 printf("#url_=>\n");

8 printf("oooo. href: \"%s\"\n", data->href); // use the pointer
9 1}

10

11 // poc.c

int mainQ) {
// our_url points to a URL string stored on the heap

14 url_data_t *parsed = url_parse(our_url);

15 assert(parsed);

16 free(our_url);

17 url_data_inspect(parsed); // Use-after-free here!
18 }

(b) One corresponding Rust translation of the above C code

fn url_parse(url: &str) -> Option<UrlData> {
// data is a default UrlData instance
data.href = Some(url.to_string());
// href has Option<String> type
/...
}
fn url_data_inspect(data: &UrlData) {
println! ("#url_=>");
println! ("o href: {:?}", data.href); // Owned String. No
temporal issue.

O 0NN B W —

S
-

Fig. 12: Case Study 2: The temporal memory issue in the
urlparser library is eliminated in all Rust translations.

The full program of the translation (Version A) we have
seen before (Fig. [3), although passing all tests with 85%
code coverage, has at least two more semantic discrepancies
from the source program. Surprisingly, the bugs are in code
lines covered by passing tests. We have two failing tests
demonstrating each of the translation bugs in Fig. [I3] One bug
is revealed when there are multi-byte characters rather than just
ASCII characters in the input. Another bug is revealed when
there are odd numbers rather than even numbers of padding
spaces. The unit tests written by the user miss those cases.

The first discrepancy is due to calling the wrong API when
computing the display width of the characters. The translation
used char::len_utf8 which computed the size in bytes of
a Unicode character instead of display width. For the frequent
ASCII characters, the size in bytes happens to be 1, which
coincides with their display size. However, the failing input
”z\u00df\u6c34\U0001d10b” is an example where the size
in bytes is different from the display width. It is not revealed
by the passing unit tests which only include ASCII characters.
The fix is to use the c.width method, as shown in Fig.

The second discrepancy is due to an off-by-one error in the
computation of padding spaces, making the Rust translation
correct only when the number of spaces is even. The Rust
program uses a slightly different computation to split the
padding spaces into leading and trailing ones, compared to
the C program. While the C program behaves like a round-up
division, the Rust program takes the floor division. The passing
test does not reveal this difference. The correct fix is shown

in Fig.

2) Semantic Differences that are Not Easy to Fix
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Passing Test (Translation A)

Executed command:
Input: "Center"

C Output: " Center" // 2 leading padding spaces
Rust Output: " Center" // same as C

./fmt -c -w 10

Failing Test 1

Executed command: ./fmt -c -w 10

Input: "z\u®0df\u6c34\U0001d10b"

C Output and Rust Output have different display
width

Failing Test 2

Executed command:
Input: "

./fmt -c -w 10
"Center"
C Output: " Center*" // 2 leading padding spaces
Rust Output: *" // off-by-one error!

" Center*
The bugfix (Translation A)

+ use unicode_width::UnicodeWidthChar;

if bytes_read ® { break; }

let len: usize = pl.trim().chars() .map(
|[c] if ¢ == ’\t” { ’ ' } else { c }

- ).map(char::len_utf8).sum();

+ ).map(|lc| c.width() .unwrap_or (1)) .sum();

let padding =

- (config.goal_length - len) / 2;

+ (config.goal_length - len + 1) / 2;

Fig. 13: The Translation Version A wrongly computes the
display width. Part (a): 1 passing and 2 failing tests when
aligning the input centrally in a 10-byte line (executed com-
mand: ./fmt -c -w 10). Part (b): Bugfix for two semantic
discrepancies.

There is another difficult-to-fix semantic discrepancy that
exists in all user translations for the fmt program. They all
omit the functionality of replacing invalid Unicode characters
with ?. With a deeper investigation, we find that this is not
easy to fix due to various differences in data types and APIs
across the two languages.

Fig. [T4] highlighted the branch of the C code to handle
this functionality, which was previously skipped in Fig.
for simplicity. All users assigned to this program omit this
functionality in their translation.

With closer examination, it turns out that this behavior
is not easily implementable when using the String type to
represent pl. In Rust, characters stored in a String data
type are limited to Unicode characters rather than arbitrary
raw bytes. When using the Rust API read_line to read
a String from the stream, it returns either a String
instance or a Err result if there are invalid characters. When
returning an Err, there is no API to tell where the invalid
characters are. With a more careful search, we find an API
from_utf8_lossy on the String type in Rust that is
closer to what we want. This API can create a String
from a buffer with each point of decoding error marked
with ?. However, we soon realize that this API also does
not bridge the semantic gap. The C code not only outputs
? at the position of invalid characters, but also outputs the
same number of ? as the number of invalid bytes. The




static void
center_stream(FILE *stream, const char *name)

char *pl, *p2;
wchar_t wc;
size_t len;
int wl;
int w2;

Display width of the line. */
Display width of one character. */
Length in bytes of one character. */

/%
/%
/*

get_line(stream)) != NULL) {

N0

while ((pl =
len = 0;

for (p2 =

I oo

pl; *p2 !=
omitted

p2 += w2) {

if ((w2 = mbtowc (&wc,p2,MB_CUR_MAX))==-1) {
(void)mbtowc (NULL,NULL ,MB_CUR_MAX);
*p2 = ’'?’;
w2 = 1;

wl = 1;
} else if ((wl =
wl = 1;

wewidth(we)) == -1)

omitted

/e
L

// ... print whitespace padding
puts(pl);

Fig. 14: A highlighted block of code of the C example program
(fmt) that deals with invalid characters (previously omitted for
simplicity).

1 wuse unicode_width::UnicodeWidthChar;
2 fn center_stream<R: BufRead>(mut stream: R, _name: &str, config:
&Config) {
let mut pl: Vec<u8> = vec![];
while let Ok(bytes) = stream.read_until(b’\n’, &mut pl) {
if bytes == 0 { break; }

String: :new();

let mut res =
= 0;

let mut idx
9 loop {

10 let remain: &[u8] = &pl[idx..];
11 match remain.utf8_chunks().next(Q {
12 Some(s) => {

13 let valid = s.validQ;
14 if valid.is_empty() {
15 res.push_str("?");
16 idx += 1;

17 } else {

18 res.push_str(valid);
19 idx += valid.len(Q);
20 }

21 Lo

22 None => {

23 break;

24 }

25 }

26 }

27 let len = ...;

28 // ... remaining lines omitted

29 }

30 }

Fig. 15: The fixed Translation A where the data type of pl
is refined from String to Vec<u8>. The code to parse the
Unicode character is updated accordingly.

from_utf8_lossy API is not behaving the same way as
the corresponding C code—it replaces each chunk of invalid
bytes as one ?. For example, for the invalid byte sequence
"\x7a\xc3\x9f\xeb6\xb0\xc3\xf0\x9d\x84\x8b", the
Rust String API from_utf8_lossy outputs a string with two
"?" while the C code outputs three "?". In summary, we
cannot find APIs on String to preserve the same semantics.
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As a result, we can consider refining the choice of Rust
data types for pl. The type of pl should carry sufficient
information and support APIs to identify (1) the locations of
invalid characters, and (2) the number of invalid bytes at each
location.

Many Rust data types can represent a string but not all
of them can meet our requirements. One possible choice is
std::ffi::0sString, which is a platform-native string type
that may hold invalid UTF-8 characters. Vec<u8> is another
choice that can store invalid Unicode characters and supports
per-byte control. Here we use Vec<u8> as an example.

Now the question is about how to use Vec<u8> to achieve
the intended program behavior, i.e., to parse Unicode charac-
ters and replace invalid ones with the correct number of ques-
tion marks. One option is to use std::str::Utf8Chunks
structure from the Rust standard library. This structure allows
iteratively check u8 bytes referred by an immutable slice and
convert them to Unicode characters if valid. Fig. [I5] shows
the fixed version of Translation A with the correct Unicode
character parsing logic when using Vec<u8> type for pl.
Because of this new choice of type, the original code to read
lines and parse characters needs to be updated accordingly. We
update multiple lines in the method calls on stream to read
the input and iteratively save the line-separated input into a
Vec<u8>. The eventually fixed translation (shown in Fig.
can pass the tests (behave the same as the C program) on the
aforementioned invalid byte sequence.

C. End-to-End Performance Results of User Translations

Besides the performance results explained in Sec. [V-B]
we also measure the end-to-end performance on tests using
hyperfine [2]], which considers the load/start-up time of pro-
grams, in addition to the execution of the main functionality.
The average overhead is around 13% across the eight Rust
translations. Details of the performance measure for each
program are shown in Fig. [I6] This measure might not reflect
the performance we care about since initialization costs are
usually amortized for long-running programs and libraries.
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Fig. 16: End-to-end running time measured by hyperfine [2]
of the most similar Rust translation compared to the original
C at different optimization levels. The time for the baseline C
(dashed line) is normalized to 1.
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