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Abstract

This paper describes the k-means range algorithm, a combination of the partitional k-means clustering algorithm
with a well known spatial data structure, namely the range tree, which allows fast range searches. It offers a real-time
solution for the development of distributed interactive decision aids in e-commerce since it allows the consumer to
model his preferences along multiple dimensions, search for product information, and then produce the data clusters
of the products retrieved to enhance his purchase decisions. This paper also discusses the implications and advantages
of this approach in the development of on-line shopping environments and consumer decision aids in traditional and
mobile e-commerce applications.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

During the last few years we have witnessed an enormous growth in the number of organizations that
develop sophisticated interactive web environments to accommodate the on-line shopping experiences of
consumers. Shoppers desire to define their preferences and customize the purchase information within
the electronic shopping environment according to their individual needs. In most situations, they are not
able to evaluate all available alternatives and typically follow a two-step model to fulfil their purchasing
processes. In the first step, they identify a subset of the available alternatives by choosing from a vast range
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of products, and, in a second step, they perform relative comparisons among these to arrive at their final
decisions [12]. Interactive decision aids, tools that assist shoppers in their purchase activities, appear to have
strong favourable effects on both the quality and the efficiency of the purchasing process [6].

At the same time, data clustering algorithms promise to deliver efficient solutions to many of the prob-
lems arising from the interactions of consumers with the increasing volume of information in on-line shop-
ping environments. By the term clustering we mean the unsupervised process through which a large number
of data items are classified into disjoint and homogenous groups (clusters) based on similarity. Although
promising in many application areas such as pattern classification, data mining or decision-making, it poses
several restrictions to the decision maker when little information is known a priori about the nature of the
data [8]. Therefore the choice of an appropriate method, taking into account these restrictions, is crucial to
the effective exploration of interrelationships among the data items, in order to make a meaningful assess-
ment. A simple and commonly used algorithm for producing clusters by optimising a criterion function,
defined either globally (over all patterns) or locally (on a subset of the patterns), is the k-means algorithm
[10]. It starts with a random initial partition and keeps reassigning the patterns to clusters based on the sim-
ilarity between the pattern and the clusters. Its main drawback remains the fact that it is very expensive for
the very large data sets of patterns met in real life applications while it often converges to a local minimum.

In our research approach the consumer models each one of his preferences as a range of values within a
user-defined interval. These value intervals form a multi-dimensional ‘‘preference vector’’, where the dimen-
sions are defined by the number d of the decision parameters. This d-dimensional ‘‘preference vector’’ is
then mapped to an iso-oriented rectangle, where each side of the rectangle corresponds to each one of
the d decision preference dimensions [11]. At the same time, each one of the products listed in an online
store possesses certain values for each one of the corresponding decision dimensions. These values form
an d-dimensional data point for each product in the store. Thus, the subset of the products that meet
the criteria set by the consumer is comprised of the data points that lie inside the iso-oriented rectangle.
The k-means clustering algorithm is then employed to classify these data points into disjoint clusters allow-
ing the consumer to easily distinguish between alternatives and eliminate at a first level dominated clusters
and at a second level dominated data items.

This paper combines the multi-dimensional range tree and the k-means algorithm to produce an orthog-
onal range data clustering method, which facilitates the efficient personalized decision-making in e-commerce
applications. The aforementioned approach allows the consumer to model his decision preferences along mul-
tiple dimensions, not just price, defining in this way multi-dimensional decision vectors. Then the range search
reduces the initial data set of patterns that need to be examined for similarity along these multiple dimensions,
thus narrowing significantly the decision space. Finally, the k-means algorithm produces disjoint data clusters
and the consumer can focus more effectively on the search for optimal solutions that fit his needs. This ap-
proach allows the development of distributed interactive decision aids in e-commerce since it relies on a set
of scalable, user-intuitive, real-time algorithms with affordable time and space complexities.
2. Research approach

First the consumer states his preferences by defining value intervals for each one of them. For the sake of
simplicity and visualisation purposes we assume he states only two. In the first one his preference lies be-
tween the values x1 and x2 and in the second between the values y1 and y2. In this way, an iso-oriented rect-
angle is formed, named R, a rectangle with sides parallel to the axis. The products offered by an online store
are depicted as two-dimensional points with values pi and qi, and
pi; qi 2 A ¼ fðp1; q1Þ; ðp2; q2Þ; . . . ; ðpn; qnÞj where ðpi; qiÞ 2 R2; i; n 2 Ig.

This representation forms the decision scene as shown in Fig. 1.
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Fig. 1. The decision scene.
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The consumer performs a two-stage purchasing process: in the first stage he identifies all the products
that lie inside his preference rectangle, that is all data points (pi, qi) where x1 6 pi 6 x2 and y1 6 qi 6 y2,
and in the second stage he focuses on the clusters formed by these data points. In Fig. 1, three clusters
lie inside the R rectangle while three others lie outside. The algorithm proposed in this paper serves these
two stages in a straightforward manner: First, it employs a range search to determine all the data points
lying inside the consumer preference rectangle and, second, it uses the k-means algorithm family to calcu-
late the corresponding clusters (Fig. 2).

It must be noted that for the clusters lying inside the rectangle only the points enclosed in it are reported,
reducing significantly not only the total number of clusters reported but also the set of data points used,
resulting in an enormous reduction in computational time. Furthermore, the consumer need not define
his exact decision-making strategy a priori but can redefine his preferences along the value intervals after
he retrieves and calculates the desired product items and corresponding clusters. In the following sections
we present the k-means algorithm along with its variations for categorical and mixed values. Then we de-
scribe the proposed k-means range algorithm, comment on its computational complexity and discuss the
implications of its deployment in consumer decision aids.
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Fig. 2. The two-dimensional range tree.
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2.1. The k-means algorithm

The k-means algorithm is a partitional, non-hierarchical data clustering method suitable for classifying
large amounts of data into corresponding patterns. It is the simplest and most commonly used algorithm
that employs a squared error criterion [2]. Provided with a set of n numeric objects and an integer number
k(k 6 n), it calculates a partition of patterns in k clusters. This process takes place in an iterative manner
starting from a random initial partition and keeping on searching for a partition of n that minimizes the
within groups sum of squared errors. The k-means algorithm is analysed in four steps [8]:

1. Choice of k cluster centers to coincide with k randomly chosen patterns or k randomly defined points
inside the hyper-volume containing the pattern set.

2. Assignment of each pattern to the closest cluster center (cluster mean).
3. Recalculation of the cluster centers using the current cluster memberships.
4. Computation of the convergence (quality) function. If this is not satisfied then the process is repeated

from step 2.

The k-means algorithm is suitable for large sets of numeric objects despite the fact that it is computa-
tionally expensive. It is sensitive to the selection of the initial partition and may converge to a local
minimum of the criterion function value if the initial partition is not properly chosen. On the other hand,
most variants of the k-means algorithms have been proven convergent [14] while some variants like the
ISODATA algorithm [3] include a procedure that searches for the best k cluster means at the cost of some
performance. More formally, the k-means algorithm tries to minimize the squared error as it is described in
function (1):
e2 ¼
Xk

j¼1

Xnj

i¼1

xðjÞi � yj

���
���

2

; ð1Þ
where xðjÞi is the ith pattern belonging to the jth cluster and yj is the center of the jth cluster.
A number of variations to the k-means algorithm have been developed in an effort to improve its com-

putational efficiency or extend its expressiveness in categorical or mixed data. First of all, the ISODATA
algorithm [3] used the technique of merging and splitting clusters in order to obtain the optimal partition
starting from any arbitrary initial partition, utilizing appropriate threshold values for performing this pro-
cess. The dynamic clustering algorithm permitted other representations than the center of a cluster utilizing
maximum-likelihood estimation, selecting a different criterion function [15]. Other research efforts im-
proved computational complexity by reducing the number of (dis)similarity calculations [1,13]. But two
very important steps in the evolution of the k-means algorithm family involve its extension to categorical
and mixed numeric and categorical values [7] through the development of the k-modes and k-prototypes
algorithms. K-modes uses a simple matching dissimilarity measure to deal with categorical objects while
the k-prototypes defines a combined dissimilarity measure, integrating the k-modes and k-means algorithms
to allow for clustering of mixed numeric and categorical attributes. This combined dissimilarity measure is
described in function (2):
e2 ¼
Xk

j¼1

Xnj

i¼1

X
p2V 1

xðjÞi;p � yj;p

� �2

þ c
Xk

j¼1

Xnj

i¼1

X
p2V 2

d xðjÞi;p ; yj;p

� �
; ð2Þ
where V1 is the set of the numeric attributes and V2, is the set of the categorical attributes. Furthermore, the
first term is the Euclidean distance measure on the numeric attributes and the second term is the simple
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matching dissimilarity measure on the categorical attributes. The weight c is used to avoid favoring either
type of attribute [7]. More specifically the dissimilarity measure is depicted in function (3) and is referred to
as simple matching [9]:
d xðjÞi ; yj

� �
¼

0 xðjÞi ¼ yj

� �
;

1 xðjÞi 6¼ yj

� �
.

8><
>:

ð3Þ
The computational cost of the k-means algorithm is O(Tkn), where T is the number of iterations, k is the
number of clusters and n is the number of data items in the input data set. Although the run-time of both
the k-modes and the k-prototypes algorithms appears to increase linearly as both the number of clusters
and the number of data items increase, the k-modes algorithm is much faster than both the k-means
and the k-prototypes. Finally, all three algorithms are scalable and efficient when clustering very large data
complex sets in terms of both the number of data items and the number of clusters [7].
2.2. Multi-dimensional range search

A formal description of the multi-dimensional range search is:
Input: A set S of n data points in the d-dimensional space, so that
S ¼ fðs1; s2; . . . ; snÞj where si 2 Rd ; and i; d 2 Ig.
A d-dimensional rectangle R, defined by a set of two-dimensional points, each one representing a rect-
angle dimension,
R ¼ fðx1; y1Þ; ðx2; y2Þ; . . . ; ðxd ; ydÞj where xi; yi 2 R; and i; d 2 Ig.
Output: All data points m lying inside the rectangle R.
The range tree [17] was introduced to solve the range-searching problem. This is a multi-level structure

since its nodes have pointers to associated structures. The main tree T is then called the first-level tree, and
the associated structures are second-level trees. A short explanation of how the range tree answers two-
dimensional queries follows [5].

Let W be a set of n points in the plane and [x1, y1], [x2, y2] the query range in each of the two dimensions,
respectively. At first we concentrate on finding the points whose first coordinate lies between x1 and y1. To
achieve this we have to build a binary search tree on the first coordinate of the points and search with x1

and y1until we get a node v1 where the search paths split. From the left child of v1 we continue the search
with x1 and at every node that the search path goes left we report all points in the right subtree (nodes adja-
cent to the search path). Similarly, we continue the search with y1 at the right child of v1 and at every node
that the search path goes right we report all points in the left subtree. Since T is balanced there are at most
O(log n) such nodes, where n is the number of the data points. But we are not interested in all these points
reported. We only want those whose second coordinate lies in the interval [x2, y2]. This is another similar
query, provided we have a binary search tree on the second coordinate of the points reported from the first
search. This leads to the construction of a data structure that has the following properties [5]:

• The main tree is a balanced binary search tree T built on the first coordinate of the points in W.
• Every node or leaf in T stores a pointer to an associated structure Tv which is a balanced binary search

tree on the second coordinate of the points in W.
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The algorithm description of the two-dimensional range search follows [5]:

Algorithm 2D RangeQuery(T, [x1, y1], [x2, y2])
Input: A 2-dimensional range tree T and a range [x1, y1], [x2, y2].
Output: All points in T that lie in the requested range.
v1  Find Split Node(T, x1, y1)
if v1 is a leaf
then check if the point stored at v1 must be reported
else v  Left child (v1)

while v is not a leaf
do if x1 6 xv1

then 1D RangeQuery (Tv, (left child(v)), [x2, y2])
v  left child (v)

else v  right child (v)
Check if the point stored at v must be reported.
Similarly, follow the path from right child (v1) to y1, call 1D RangeQuery with the range [x2, y2]

on the associated structured of subtrees left of the path, and check if the point stored at the leaf
where the path ends must be reported.

End2D RangeQuery

The multi-dimensional range tree uses O(n logd�1 n) space and answers the range-searching problem in
O(n logd n + m) time, where m is the number of data points reported. Furthermore, using a portion on the
fractional cascading technique the query time is further reduced to O(n logd�1 n + m) [16]. Finally, it must
be noted that a d-dimensional range tree is defined recursively from the corresponding tree for the (d � 1)-
dimensional case.

2.3. The k-means range algorithm

The proposed k-means range algorithm is a two-step process involving a multi-dimensional range search
followed by a k-means clustering step in the case of numeric data points, or a k-prototypes clustering step in
the case of numeric and categorical values.

Therefore a description of the proposed k-means range algorithm is as follows:

input n data points in the d-dimensional space, a d-dimensional rectangle R.
calculate all data points, be it m, lying inside the rectangle using a d-dimensional range tree search.
input k (number of the cluster means)
initialize k-means y1, y2, . . . , yk.
repeat
for each input data point xi, 1 6 i 6 m

do

assign xi to the jth cluster with nearest mean yj, such that the quantity xðjÞi;p � yj;p

� �2

or

cd xðjÞi ; yj

� �
, depending on the nature of the attribute, is minimum for all j, where 1 6 j 6 k

for each cluster Cj, where 1 6 j 6 k

do recalculate the clustering accuracy r ¼ 1
jCjj
P

yj2Cj
yj� � � �
P P P 2 P P P
compute the function k
j¼1

nj

i¼1 p2V 1
xðjÞi;p � yj;p þ c k

j¼1
nj

i¼1 p2V 2
d xðjÞi;p ; yj;p
until no data point has changed clusters (or the above quality functions becomes less than a given threshold).



1406 G.P. Papamichail, D.P. Papamichail / European Journal of Operational Research 177 (2007) 1400–1408
In the above algorithm the clustering accuracy r is defined as the number of the instances yj occurring in
cluster Cj divided by the number of instances in the data set (which contains the m data points reported
from the multi-dimensional range search). The time complexity of the k-means range algorithm can be eas-
ily calculated by adding the corresponding complexities of its two parts. First the multi-dimensional range
search can be solved in O(n logd�1 n + m) time, where m is the size of the answer, as described in the pre-
vious section. The k-means part, or more correctly the modified k-prototypes clustering algorithm [7], has a
time complexity of O(Tkn), where T is the number of iterations, k is the number of clusters and n is the
number of data items in the input data set. But as the range search has produced a significantly smaller
set of data points, namely m, which dominates the other two factors T and k, the whole time complexity
decreases correspondingly and becomes O(Tkm), depending on a large extent to the nature of the data.
Therefore the time complexity of the k-means range algorithm becomes O(n logd�1 n + Tkm) and since
Tk� m, the overall time complexity is O(n logd�1 n + m).
3. Experimental evaluation

In order to evaluate the proposed k-means range algorithm we implemented a system in C++. Using this
system, we applied both the k-means, in particular its k-prototypes variant, and the k-means range algo-
rithms in two datasets, namely DS1 and DS2. All the results reported are on a Pentium machine running
Linux. The clock speed of the processor is 90 MHz and the memory size is 128 Mbytes.

3.1. Dataset characteristics

The first dataset DS1 consisted of 10.000 movies retrieved from the Imdb movie database (www.imdb.
com) where each movie is represented as a record with six attributes (media type, rating, year, category,
price, length). The second dataset consisted of 50,000 books retrieved from the Amazon book catalog
(www.amazon.com) where each book is represented as a record with six attributes (list price, final price,
year, sales rank, customer rating, edition).

For each dataset and the number of clusters we compute the overall execution time of the k-means range
algorithm over the k-prototypes, respectively. Since the first part of the k-means range algorithm employs a
multi-dimensional range search preprocessing stage, its execution time is strongly dependent on the range of
the values defined. Therefore we create two queries where the first covers 50% of the range of a numeric
attribute and 50% of the range of a categorical attribute, and the second covers 40% of the ranges of
the aforementioned attributes.

The performance of our algorithm is presented in Table 1. For each dataset we present the execution
time of the k-prototypes algorithm. Additionally for each dataset and for each query, we present number
of data points reported after the range search stage and the total execution time of the k-means range
Table 1
Overall results for 10 iterations

Dataset k k-means k-means range

Query 1 (50% of the range) Query 2 (40% of the range)

Processing time
(in seconds)

# Points reported Processing time
(in seconds)

# Points reported Processing time
(in seconds)

DS1 64 7.605 2.165 2.256 1.856 9.852
DS2 64 37.904 12.232 10.425 9.783 8.613

http://www.imdb.com
http://www.imdb.com
http://www.amazon.com
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algorithm. The results show that our algorithm improves the performance of the k-means algorithm, in the
form of the k-prototypes, as it reduces significantly the number of data points reported.
4. Implications

The k-means range algorithm supports the purchase processes of the individual consumer in a straight-
forward manner. Firstly, it assists the shopper to form his preferences forming multi-attribute arguments, a
step that requires special attention in negotiations and deal making [4]. Secondly, it computes the data items
requested by the decision maker using a multi-dimensional range search. In the final step it produces the
corresponding clusters assisting therefore the consumer to classify his options. The k-means range algo-
rithm is suitable for the development of e-commerce applications since:

• It can be integrated in existing database systems. The range search used multi layered leaf-oriented bal-
anced binary search trees, a heavily addressed and analysed data structure, very common to the data
structures used for indexing in relational database management systems.

• The clustering algorithm used, works efficiently both on numeric and categorical data, and also in clus-
tering large data sets.

• It can further be combined with other decision methods which can be built effectively on top of it, allow-
ing the shopper to redefine his criteria and preferences based on the clusters computed. Furthermore the
shopper need not reveal his purchasing strategy but use the classification produced to form it.

• The consumer can combine data items from various sources, filter them using the range search and clas-
sify them, thus being able to integrate product catalogs from different suppliers.

• It can be used even in distributed asynchronous situations, where agents execute indefinitely, searching
for changes or opportunities in product patterns.

• The online store need not keep information regarding the shopper apart from his preference rectangle
and final purchase decisions, enhancing in this way ethical factors such as anonymity in purchasing, cap-
turing only changes in user preferences per session.

• In the case of mobile computing, the algorithm described in this paper can be serviced by the online shop
server cluster, and the user can retrieve the filtered information in his mobile device through incremental
steps, or apply decision-making software to shape his personalized purchasing criteria and preferences.
5. Conclusions

This paper presented a realistic algorithm for personalized clustering in e-commerce applications. This
algorithm combines two widely used computational methods capable of manipulating efficiently very large
data sets. It allows consumers to dynamically adjust their preferences and combine information from
various sources to detect products that are overprized or otherwise dominated by competing alternatives,
thus increasing market efficiency. Furthermore, it provides real-time interaction and scalability taking into
account the information capacity restrictions of the consumer to assimilate information, refine it and trans-
form it to knowledge. Our experimental results demonstrated that our algorithm can improve significantly
the k-means algorithm in the overall time of computation, depending on the range of values requested by
the consumer.

In its last part the paper also briefly discussed the implications of this approach both to the consumer
and the online store. In the case of the former, it proposed a server sided approach where computa-
tional intensive activities are transferred to the intermediary or info-broker computing facilities therefore
enforcing the autonomy of the final user. In the case of the latter, it puts forward the thought that since
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it does not need to keep personal information on the customer but only his initially stated preference rect-
angle and his final purchasing decisions. Future research directions involve the development of a Web ser-
vice which will implement these methods in a transparent way to the shopper and test it in complex
decision-making situations existing in online product comparison across multiple vendors and multiple
preference criteria.
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