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 Sentence-level relation extraction
o Single sentence input

o Single entity mention 

o Single entity pair

o Single label output

 Introduction

 Document-level relation extraction
o Multiple sentence inputs

o Multiple entity mentions

o Multiple entity pairs 

o Multiple label outputs

 Challenges:
a. Inadequate in effectively 

distinguishing relations

b. Lack of sufficient learning 
for long-tailed relations 

c. Vulnerable to annotation 
errors or missing 
annotations

 Our contributions:
o A novel model based on Pairwise moving-threshold loss, Entropy Minimization, and 

Supervised Contrastive Learning (PEMSCL)

a. Boost the discriminability of both probabilistic scores and internal embeddings 

b. Adapt supervised contrastive learning for long-tailed relations

c. Improve model robustness by a novel negative label sampling strategy

o Validate the effectiveness of our model in various settings

 Our PEMSCL model

I. Pairwise moving-threshold loss with Entropy Minimization
II. Supervised Contrastive Learning for multi-labels and long-tailed relations
III. Negative label sampling strategy

 Method

 Pairwise moving-threshold loss with entropy minimization
 Split the predefined relation set into two mutually exclusive sets for (ℎ, 𝑡𝑡): ℛ = 𝒫𝒫ℎ,𝑡𝑡 ∪ 𝒩𝒩ℎ,𝑡𝑡

• Positive relations (i.e., the labels):  𝒫𝒫ℎ,𝑡𝑡

• Negative relations: 𝒩𝒩ℎ,𝑡𝑡

 Compare each 𝑟𝑟 to the threshold class (NA), define their pairwise probabilities:

 Our pairwise moving-threshold loss:

 Outputs:

• For each entity pair, (𝑒𝑒ℎ, 𝑒𝑒𝑡𝑡)ℎ,𝑡𝑡=1,…,|ℰ𝐷𝐷|,ℎ≠𝑡𝑡, the model predicts a subset of pre-defined 

relations ℛ = {𝑟𝑟𝑘𝑘}𝑘𝑘=1
ℛ

• If an entity pair does not express any relation, it is labeled as NA

For positive relations

For negative relations

 The definition of information entropy:

 The regularization of entropy minimization:

 1st Loss function:

 Supervised contrastive learning for multi-labels & long-tailed relations
 “Pull” the embeddings of similar examples together, and “push” dissimilar examples apart:

 Handling long-tailed relations  for entity pairs with empty positive examples in a batch: 

 2nd Loss function:

 Negative Label Sampling Strategy

 Annotation error problem: 

• Some entity pairs labeled as NA class should have at least one relation label [Tan et al., EMNLP’22].  

The negative relations of NA examples may be wrong!

 We randomly sample a small set of negative relations for NA-labeled entity pairs. For ℬ𝒩𝒩 , ℒ1 is 

modified as:

 1st loss function with negative label sampling :

 Our PEMCL with negative label sampling: Improve discriminability

 Experiments and Analysis

• Benchmarks:  
• DocRED [Yao et al., ACL’19] & Re-DocRED [Tan et al., 

EMNLP’22] (both |ℛ| = 96).

• Two new data regimes
- OOG-DocRE / OGG-DocRE: 

- Original labels for the train set 
- Original labels / Gold labels for the dev set 
- Gold labels for the test set

• Our negative label sampling strategy is effective and robust in the noisy settings 

• The logit difference between 
the relation and the threshold 
class in our PEMSCL is much 
lager than that of the ATLOP.

• Our PEMSCL can correctly
predict relation that the 
ATLOP model fails to identify.

• Our PEMSCL outperforms previous strong baselines on the original 
DocRED dataset and its cleaned version, the Re-DocRED dataset.

An example from a sentence-level RE dataset (TACRED)

An example from a document-level RE dataset (DocRED)

Improve robustness

 Problem definition:
 Inputs:

• A document: 𝐷𝐷 = {𝑤𝑤𝑙𝑙}𝑙𝑙=1𝐿𝐿

containing 𝐿𝐿 words

• A set of entities ℰ𝐷𝐷 = {𝑒𝑒𝑖𝑖}𝑖𝑖=1
ℰ𝐷𝐷

• Each entity 𝑒𝑒𝑖𝑖 is associated with a  

set of mentions ℳ𝑒𝑒𝑖𝑖 = {𝑚𝑚𝑗𝑗
𝑖𝑖}𝑗𝑗=1

|ℳ𝑒𝑒𝑖𝑖|
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 Final loss function:
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