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objective: analytical model that expresses performance in terms of protocol and topology parameters





IBFT HotStuff



topology
“edge switch” = “switch where validators are attached”

Dragonfly(3) Dragonfly(4)

all switches are edge switches

degree=3

Folded-Clos(8,4) Folded-Clos(9,3)

8 edge switches degree=4

edge switches 
at level 1



topology
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no full round change
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HotStuff
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HotStuff

IBFT

HotStuff

IBFT

HotStuff

IBFT

Folded-Clos

Dragonfly

Folded-Clos

Dragonfly

Folded-Clos

Dragonfly
full round change: 
all validators undergo round change for the same round (e.g.leader crashes, or validators time out).



system abstraction

application
(smart contracts)

execution
(VM/containers)

data
(transactions)

consensus
(blocks)

network
(switches)

transaction throughput
depends on memory pool protocol

HotStuff
Istanbul BFT (IBFT)

Clique / Folded-Clos / Dragonfly

our model

closed model: 
every consensus generates a new block

assume crash faults
(arbitrary fault        arbitrary performance)

metric: 
average consensus time





terminology/notation:
n = #validators (participants)

nf = #faults (nf ≤ f) 

r = 
௡

௙

௡
(fraction of faults)

q = Prob(full round change | nonfaulty leader)

change of leader

= consensus timeP
TT

protocol

topology

P
vr Psr

message processing rates

at validator at switch

τ0 = initial timer value

f =   (n-1)/3└       ┘   
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IBFT HotStuff

IBFT vs HotStuff (clique; no full round change)

which is faster?  scalability?

H
CTE = 

ସ௡ି௙ା
H
vr

I
CTE = 

ଶ௡ାଵ

I
vr

≈ 
ଶ nI

vr ≈ 
ସ nH
vr

depends
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HotStuff (clique; with full round change)

(nf = #faults)  

H
CTE(       ) H

vr
Hm

=                 + 
௥ା ଵି௥ ௤

ଵିଶ௥
τ0 

Xi = validator processing time for i-th message

q = Prob(full round change|nonfaulty leader) 
= Prob( X1 +  X2 + ... + X         > τ0 ) Hm

N(                 ,         σ2 )Hm
H
vr

1 HmCentral Limit Theorem: 

= 4n – 3nf - f + 1Hm

0 faults: H
CTE(       )

H
vr
Hm=            + 𝑞τ0 

(r = 
௡௙

௡
 )

large τ0 (q ≈ 0 ): H
CTE(       ) ≈

H
vr

4n – 3nf - f + 1
+ 

௥

ଵିଶ௥
τ0 

gradientlinear

recommended τ0* = + 3 √ σHm H
vr

1 Hm
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IBFT (clique; with full round change)

I
CTE(       ) Ivr

Im=           + 
௥ା ଵି௥ ௤

ଵିଶ௥
τ0 +                         

I
vr

r+(2-r)(1-r)q (n-nf )

large τ0 (q ≈ 0 ):
௥

ଵିଶ௥
τ0 same as HotStuff

τ0* = + 3 √ σHm H
vr

1 HmHotStuff :

IBFT :

= 2n - 2nf - f Im

= 4n - 3nf - f + 1Hm

q = Prob(full round change | nonfaulty leader) 
= Prob( Y > τ0 ) 

N(                 ,         (1 + (1 + 
ଵ

nw
))σ2 )Im I

vr
1 Im

added variance from
varying validator progress

= + 3 √ (2 + 
ଵ

nw
) στ0* Im I

vr
1

Im

nw + n - f 
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HotStuff (nonclique; no full round change)

analysis

•    topology has negligible impact if hop count         << nTh

•                 mostly network delay if          < 
ଷ

ଶ
H
vrH

srH
TTE(       ) (independent of n )

n-f-1
H
vr

n-2
H
sr

4max{            ,         }
f+2

H
vr

n
H
sr

+3max{            ,         }H
TTE(       ) = H

sr
Th

+ 2(          +          )
H
vr

1

hop count
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IBFT vs HotStuff (Dragonfly; no full round change) impact of scale?

suppose switch rate dominates performance:

n-f-1
H
vr

n-2
H
sr

4max{            ,         }
f+2

H
vr

n
H
sr

+3max{            ,         }H
TTE(       ) = H

sr
Th

+ 2(          +          )H
vr

1

HotStuff

O(n)

I
DTE(       ) = max{         ,         }I

vr

I
vm

I
sr

I
Dm

=2(௡

௖ 
)(2(n-1) - ௡

௖ 
( ௡

௖ 
- 1) + 2(௡

௖ 
)d(d-1) ) + (n-1) I

Dm

IBFT

O(n2)

#edge-switches c = #switches

suppose we scale #switches by c = ௡

௞ 
, 𝑘 constant

=2k (2(n-1) - 𝑘( 𝑘 - 1) + 2n 
d(d−1)
d(d+1) 

) + (n-1) I
Dm

O(n)



IBFT vs HotStuff (nonclique; no full round change) what determines 
the crossover point?

+ 2(          +          )

case: HotStuff dominated by computation time and
IBFT dominated by switching time

n-f-1
H
vr

n-2
H
sr

4max{            ,         }
f+2

H
vr

n
H
sr

+3max{            ,         }H
DTE(       ) = H

sr
Dh

H
vr

1

n-f-1
H
vr

= 4
f+2

H
vr

+3 H
vr

1+2

I
DTE(       ) = max{         ,         }I

vr

I
vm

I
sr

I
Dm

I
sr

I
Dm

=

H
DTE(       ) = I

DTE(       )  when I
sr ≈ H

vr
I
Dm

4n – f + 4
for Dragonfly

H
FTE(       ) = I

F
TE(       )  when I

sr ≈ H
vr

I
Fm

4n – f + 4
for Folded-Clos

Similarly



Folded-Clos vs Dragonfly (IBFT; no full round change)

I
TTE(       ) = max{         ,         }I

vr

I
vm

I
sr

I
Tm

IBFT

topology has minimal impact if 
computation time dominates

0

0.5

1

1.5

2

2.5

0 20 40 60 80 100

ra
tio

 o
f c

on
se

ns
us

 ti
m

es

number of switches

IBFT time ratio (Folded-Clos to 
Dragonfly)

simulated model

n-f-1
H
vr

n-2
H
sr

4max{            ,         }
f+2

H
vr

n
H
sr

+3max{            ,         }H
TTE(       ) = H

sr
Th

+ 2(          +          )H
vr

1

HotStuff
topology has minimal impact 
if hopcount << n

Folded-Clos and Dragonfly 
have similar consensus time for HotStuff

if communication time dominates (kF , kD = #validators per edge-switch ):

I
FTE(       )

=

I
Fm

I
DTE(       ) I

Dm
= 2kF (2(n−1) −kF (kF − 1) ) + (n−1)  

2kD(2(n−1) −kD(kD − 1) + 2kDd(d−1) ) + (n−1)  ≈ 
ଵଶ

଼ା(ଵ/kD)

for large n and the same #switches

for fixed k, Folded-Clos is consistently slower than Dragonfly



● faults (nf ) affect consensus time non-monotonically

The impact of crash tolerance on consensus time for blockchains
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I
vr
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● faults (nf ) affect consensus time non-monotonically

● fault tolerance (τ0 ) affects consensus time non-monotonically

The impact of crash tolerance on consensus time for blockchains

H
CTE(       ) H

vr
Hm

=                 + 
௥ା ଵି௥ ௤

ଵିଶ௥
τ0 



● faults (nf ) affect consensus time non-monotonically

● fault tolerance (τ0 ) affects consensus time non-monotonically

● which protocol scales better?  

The impact of crash tolerance on consensus time for blockchains

impact of scale?

suppose we scale #switches by c = ௡

௞ 
, 𝑘 constant

=2k (2(n-1) - 𝑘( 𝑘 - 1) + 2n 
d(d−1)
d(d+1) 

) + (n-1) I
Dm

O(n)



● faults (nf ) affect consensus time non-monotonically

● fault tolerance (τ0 ) affects consensus time non-monotonically

● which protocol scales better?  depends on how the network scales
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● faults (nf ) affect consensus time non-monotonically

● fault tolerance (τ0 ) affects consensus time non-monotonically

● which protocol scales better?  

● which topology is faster? 

depends on how the network scales
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ଵଶ
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● faults (nf ) affect consensus time non-monotonically

● fault tolerance (τ0 ) affects consensus time non-monotonically

● which protocol scales better?  

● which topology is faster for IBFT? 

depends on how the network scales

depends on #validators/edge-switch

The impact of crash tolerance on consensus time for blockchains
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