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Reflections and Perspectives on Avenues to Performance
(Reflection) What have the main novelties been during the past decade, in all aspects of HPC?

(Perspective) What is our educated guess on the key developments for the next decade?

1. Deployment of highly structured models, which significantly leverage domain-specific 
knowledge and insights coming from human intuition. Typically, data representations are 
developed that enable casting the problem in a homogeneous form. This paradigm 
encompasses most of the work that has been presented and discussed during the two 
decades of ScalPerf.

2. Deployment of traditional data regression models, which do not typically exploit domain 
specific knowledge. Examples are Support Vector Machines and Principal Component Analysis.

3.  Deployment of recently developed AI/Machine-Learning models that enable data regularity 
to emerge, by massive computation on large data sets, with limited a priori domain-specific 
knowledge. Large Language Models are a crucial example, in very recent years. Experimentally, 
we see that patterns tend to emerge only at a rather large scale. Computationally, these 
models can be very expensive, with costs of the order of hundreds of millions of 
dollars. Avenues to reduce these costs are under active investigation.
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1. Deployment of highly structured models, which significantly leverage domain-specific 
knowledge and insights coming from human intuition. 

HPC for mathematical models (HiPC 2005):



1. Deployment of highly structured models, which significantly leverage domain-specific 
knowledge and insights coming from human intuition. 

mathematical models for HPC (HPCA2016):



2. Deployment of traditional data regression models, which do not typically exploit domain 
specific knowledge. 

HPC for regression models (JPDC 2015):



2. Deployment of traditional data regression models, which do not typically exploit domain 
specific knowledge. 

regression models for HPC (SC 1999):



3.  Deployment of recently developed AI/Machine-Learning models that enable data regularity 
to emerge, by massive computation on large data sets, with limited a priori domain-specific 
knowledge. 

HPC for big AI (HPCA 2023):



Reflections and Perspectives on Avenues to Performance
(Reflection) What have the main novelties been during the past decade, in all aspects of HPC?

(Perspective) What is our educated guess on the key developments for the next decade?

HPC for big AI:  where do performance models fit? 

While pondering on the target questions, within the outlined framework, 

it may be useful to identify the specific role of each layer of the computing stack, 

such as VLSI and other technologies, circuit design, machine architecture, 

compilers, performance tools, system software, application software, 

programming models, algorithms, theory of computation, etc. 

From which layers of the stack can we expect further performance 

improvements in the coming decade?



HPC for big AI:  where do performance models fit? 

ICML 2023: system (not algorithm)



HPC for big AI:  where do performance models fit? 

PACT 2022:

regression 
(blackbox)



HPC for big AI:  where do (whitebox) performance models fit? 

AAAI 2022:
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ToAAS 2023:



HPC for big AI:  where do (whitebox) performance models fit? 

EuroSys 2019:



HPC for big AI:  where do (whitebox) performance models fit? 

HPCA 2023:

models



Reflections and Perspectives on Avenues to Performance
(Reflection) What have the main novelties been during the past decade, in all aspects of HPC?

(Perspective) What is our educated guess on the key developments for the next decade?

• Can whitebox performance models help in scaling performance for ML?

• Should undergrads and PhD students, engineers and researchers learn whitebox modeling?

• What/How should they learn?



Invited Talks:
1. Mor Harchol-Balter (CMU)

The most common queueing theory questions asked by computer systems practitioners
2. Chee Wei Tan (City Univ. Hong Kong)

The value of cooperation: from AIMD to flipped classroom teaching
3. Cathy Xia (Ohio State Univ.)

Teaching performance modeling via software and instructional technology
4. Jean-Yves Le Boudec (EPFL)

Performance evaluation as preparation for statistics and data science
5. Giuseppe Serazzi (Politecnico di Milano)

Updating the content of performance analysis textbooks

Discussions:
1. The current situation
2. What we can do

https://teapacs.github.io/2021/



Invited Talks:
1. Giuliano Casale (Imperial College London)

Performance evaluation teaching in the age of cloud computing
2. Diwakar Krishnamurthy (Univ. of Calgary)

Teaching software performance evaluation to undergrads: lessons learned and challenges
3. Mohammad Hajiesmaili (Univ. Massachusetts, Amherst)

Teaching learning-augmented algorithms with societal design criteria
4. Ziv Scully (Cornell Univ.)

The role of advanced math in teaching performance modeling

Discussions:
1. What to teach
2. How to teach

https://teapacs.github.io/2023/
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