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With the advent of multicore systems, parallel computing is becoming mainstream. However, with the growing number of programming models and languages, as well as the size and heterogeneity of multicore systems, understanding the performance of parallel programs is an increasingly difficult task.

In this talk, we discuss a practical approach for characterizing the performance of shared-memory programs. Based on trace of the operating system run-queue and hardware events counters, our analytical model derives both the speedup performance and the parallelism loss due to data dependency and memory overhead in both UMA and NUMA systems. Our approach is highly practical as it does not require the source or binary code, and is independent of language and thread implementation. Using extensive measurements on state-of-the-art multicore systems with 8, 24 and 48 cores, we establish the relationship between memory access patterns and the degree of off-chip contention. Our model is validated against measurements using NPB 3.3 dwarfs and the PARSEC benchmark. As applications of our model, we show how memory contention changes with problem sizes, and how to determine the optimal number of cores for a program.
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