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Abstract—Hybrid programming model is becoming increasingly popular for HPC applications as it has the dual-advantage of exploiting inter-node distributed-memory scalability and intra-node shared-memory performance in a cluster system. One of the key challenges for energy efficient execution of hybrid programs is to determine time and energy efficient hardware configurations among a large system configuration space. Given a hybrid program with an execution time deadline and an energy budget, we propose a measurement-based analytical modeling approach to determine these system configurations. In contrast to current approaches, we model both inter and intra-node resource overlaps, memory contention among cores within a node and network contention across multiple nodes. The model is validated against direct measurement using five representative HPC applications on Intel Xeon and ARM clusters having diverse time-energy performance. We show that a Pareto frontier consisting of optimal configurations exist for a hybrid program running on homogeneous clusters. To further optimize the Pareto frontier, we introduce a new metric, useful computation ratio (UCR) to quantify the degree of resource contentions and communication overheads in an execution. We discuss how UCR and Pareto-optimal configurations can be used in conjunction by system’s designers to gain further insights into system resource imbalances, and how application developers can further fine-tune their hybrid programs.

I. INTRODUCTION

With the advent of dark silicon era limiting the thermal and power budgets of a multi-core processing node [19], distributed systems are the way forward. However, it is well known that High Performance Computing (HPC) applications are limited by data access bottlenecks. To simultaneously exploit the computational capabilities of multi-core systems and to scale complex HPC applications, application developers are increasingly using hybrid programming models. A hybrid programming model utilizes both distributed-memory across nodes for scalability and shared-memory within a node for improving performance [6], [31], [43].

A hybrid parallel program is partitioned into a variable number of logical parallel processes and parallel threads. For a given hybrid program and a multi-node system with multi-core nodes operating at different core clock frequencies, there is a large system configuration space for executing these logical processes and threads. As the resource demands in a hybrid parallel program varies with its problem size, these resource demands have to be mapped onto different system configurations to minimize resource contention and runtime overheads.

Hence, energy-efficient execution of hybrid programs is non-trivial and poses a number of research challenges such as:

1) What is an energy efficient system configuration (number of nodes, number of cores and core clock frequency) to execute a hybrid program?
2) How much time does a hybrid program spend on computation (useful work) versus communication of data and other overheads, and what is a good Useful Computation Ratio (UCR)?
3) Does a higher UCR imply a more energy-efficient configuration for executing a hybrid program?

Answers to these questions help both application developers to gain insights on program hot-spots, and system designers to identify capacity bottlenecks, and thus optimize software-hardware co-design to improve energy-efficiency. This paper addresses these challenges and proposes an approach to execute a hybrid (MPI+OpenMP) parallel program in an energy efficient manner. An energy efficient execution configuration uses minimum energy to meet a given execution time deadline.

Current approaches to analyze hybrid parallel programs mainly include, instrumentation or application profiling based measurement techniques which trace the complete execution of the program on a particular hardware system to identify both application and hardware bottlenecks [3], [12], [33], [37]. However, they are generally intrusive and difficult to generalize across programming languages. Another approach to understand application hot-spots on prospective hardware is the use of cycle accurate micro-architecture level simulators [5], [8], [26]. However, analyzing application executions even with reasonable input sizes is very time-consuming [22].

This paper presents an approach to determine time and energy efficient system configurations for executing a hybrid program using a measurement-driven analytical model. The proposed analytical model is formulated using parametric values obtained from baseline executions of the application to measure workload and architectural artefacts. The key novelties of our approach are modeling both inter and intra-node resource overlaps and resource contention. Given a hybrid program, the proposed approach determines energy-efficient Pareto-optimal configurations in terms of the number of nodes, number of cores per node and core clock frequency. These configurations either consume minimum energy for a given
execution time deadline\(^1\), or execute in the minimum possible time for a given energy budget. Thus, providing a systematic method to set the number of logical processes and threads for efficient execution of a hybrid program. Secondly, to quantify the degrees of resource contention and communication overhead in an execution, we introduce the Useful Computation Ratio (UCR) metric. We also discuss how UCR and Pareto-optimal configurations can be used in conjunction by system designers to gain further insights into resource imbalances and how application developers can fine-tune their hybrid program.

The proposed model is validated against direct measurements on both ARM Cortex-A9 and Intel Xeon based clusters using a range of HPC applications including nonlinear partial differential equation solvers [50], electronic-structure calculations, nanoscale materials modeling [21] and simulation of computational fluid dynamics [23]. Validation results for all possible configurations show that our model accuracy is within reasonable bounds of less than 15%. As an example, we apply our model to determine time-energy Pareto-optimal configurations for HPC applications and discuss the use of UCR to analyze and optimize these configurations further.

Our key contributions are:

1) A measurement-driven analytical model to determine time-energy performance of a hybrid parallel program. In contrast to current approaches, we model both inter and intra-node resource overlaps, memory contention among cores within a node and network contention across multiple nodes.

2) A new approach that determines time-energy Pareto-optimal system configurations to execute a hybrid program with a given time deadline and energy budget. We show that a Pareto frontier consisting of optimal configurations exist for a hybrid program executed on a homogeneous cluster of multicore nodes.

3) A new normalised metric, useful computation ratio (UCR) that quantifies the degree of runtime resource contentions and communication overheads. We show how the UCRs of Pareto-optimal configurations are increased by balancing resource service demands with resource utilization, to further minimize system inefficiencies.

The rest of the paper is organized as follows. In Section II, we present the related work. Section III discusses our measurement-driven analytical modeling approach and Section IV validates the model. We present the energy efficiency analysis in Section V and summarize in Section VI.

II. RELATED WORK

We broadly divide previous work into two categories: (i) approaches to improve energy efficiency and (ii) performance modeling of hybrid programs, and compare and contrast these with our proposed approach.

\(^1\)While most HPC applications do not have strict deadlines, their execution times are constrained due to sharing of cluster resources. Also, with the advent of pay-per-use models, an execution time deadline translates to a cost budget.

A. Energy efficient execution

A commonly used technique to improve energy efficiency is Dynamic Voltage and Frequency Scaling (DVFS) [20], [25], [27], [36]. For MPI and hybrid OpenMP+MPI based iterative programs, such DVFS based techniques exploit the inter-node slack, by lowering the frequency/voltage of nodes that are idling at synchronization points in the program. As these approaches are applicable at run-time in a dynamic manner, they can be used in conjunction with our proposed approach.

Another approach used along with DVFS is Dynamic Concurrency Throttling (DCT). There are many state-of-the-art algorithmic strategies using combined DCT and DVFS techniques to save energy without losing execution time performance. While Curtis-Maury et al. [13], [14] use DVFS and DCT for OpenMP programs, the algorithms proposed by Dong et al. [29] incorporate MPI communication to OpenMP phases and hence is applicable to hybrid programs as well. While these methods use multivariate linear regression to obtain model coefficients, we use an analytical model based on measured parameters to derive architectural artefacts.

There are several algorithmic first-principle approaches to improve energy efficiency by obtaining complexity bounds on time-energy performance of applications using roofline models [10], [11], [17], [53]. However, these approaches optimize energy efficiency at the algorithmic level, while our approach determines Pareto-optimal hardware configurations to execute a given application. While there are simple and fundamental formulae that describe the interplay between program parallelism, speedup and energy consumption [9], [24], [55], this work uses measurements to derive inputs to the analytical expressions and hence is more accurate. Other approaches to improve the energy efficiency of program executions involve dynamic scheduling of processes on heterogeneous cores within a node [30], [38], [49]. These methods complement our approach as we determine Pareto-optimal configurations based on a measurement-driven analytical model.

In contrast to current methods, our approach exploits the large configuration space and determines Pareto-optimal configurations to achieve energy-efficient hybrid program execution.

B. Performance modeling

More recently, at an algorithm level, asymptotic analysis based modeling techniques are used to derive trade-offs between computation and communication [15], [16]. However, the approach presented in this paper is at a lower level of abstraction, so that insights into both application and architecture bottlenecks can be inferred. Closer to this paper’s proposed approach is our previous work which use non-intrusive inputs from operating system traces and hardware event counters [40], [46], [47]. While these works focus on parallel programs, they do not consider communication overheads. This paper focuses on hybrid parallel programs and models both inter-node communication, and resource contention. Other alternative approaches to predict performance include statistical methods that rely on black-box regression to infer dependencies between hardware parameters.
and application performance [7], [28], [45]. Our approach is not black-boxed and thus enables analytical prediction of the impact of changing different system components such as memory/network bandwidth on program execution time performance.

III. PROPOSED APPROACH

In this section, we discuss our proposed analytical model. We first present an overview of our model and its assumptions. Next, we derive the time-energy performance model followed by its input.

A. Overview

A typical hybrid parallel program is split into $\ell$ logical processes with $\tau$ parallel threads per process as shown in Figure 1. Systems executing hybrid programs have a peak power budget that limits the number of nodes to a maximum of $n_{\text{max}}$. Each node can be configured to use a maximum number of $c_{\text{max}}$ cores, with each core operating at a clock frequency $f \in [f_{\text{min}}, f_{\text{max}}]$. Hence, the different combinations of $n$, $c$, and $f$ values within these bounds form the total number of system configurations for executing the program. Users of hybrid programs often face the challenge of determining the optimal number of $\ell$ and $\tau$ for energy efficient execution. Using values of $\ell < n$ incurs energy wastage due to idling resources. On the contrary, it may be beneficial to have $\tau < c_{\text{max}}$ because of the energy saved by reducing the waiting time due to shared-memory contention among the $\tau$ threads. Hence, choosing an energy efficient number of $\ell (= n)$ and $\tau (= c)$ to execute a hybrid program is not obvious and requires an approach that models the execution time considering inter and intra-node (i) overlap, (ii) communication, and (iii) contention for shared resources. Therefore, as outlined in Figure 2, given a hybrid parallel program, our approach uses a measurement-driven analytical model to determine Pareto-optimal system configurations, i.e. $(n, c, f)$, such that these configurations consume minimum energy for a given execution time deadline and/or execute in the minimum time for a given energy budget.

To infer the program’s demands on system resources such as CPU and memory, we characterize the workload using baseline executions to derive program and architectural artefacts. These baseline executions are performed on a single node across all possible $c$ and $f$ values using a small program input size. To derive the energy consumed by the program, we use micro-benchmarks to measure the power characteristics of the processor system.

![Figure 1: Model of hybrid program execution](image1.png)

![Figure 2: Approach overview](image2.png)

Table 1: Model parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Workload Parameters</strong></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{P}$</td>
<td>hybrid program</td>
</tr>
<tr>
<td>$\mathcal{P}_s$</td>
<td>$\mathcal{P}$ with smaller input size</td>
</tr>
<tr>
<td>$S$</td>
<td>no. of iterations in $\mathcal{P}$</td>
</tr>
<tr>
<td>$S_s$</td>
<td>no. of iterations in $\mathcal{P}_s$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>no. of messages sent/received by $\mathcal{P}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>volume (in bytes) per message</td>
</tr>
<tr>
<td><strong>Baseline Execution</strong></td>
<td></td>
</tr>
<tr>
<td>$I_s$</td>
<td>no. of instructions in $\mathcal{P}_s$</td>
</tr>
<tr>
<td>$w_s$</td>
<td>no. of work cycles in $\mathcal{P}_s$</td>
</tr>
<tr>
<td>$b_s$</td>
<td>no. of non-memory stall cycles in $\mathcal{P}_s$</td>
</tr>
<tr>
<td>$m_s$</td>
<td>no. of memory-related stall cycles in $\mathcal{P}_s$</td>
</tr>
<tr>
<td>$U_s$</td>
<td>CPU utilization for $\mathcal{P}_s$</td>
</tr>
<tr>
<td></td>
<td><strong>System Parameters</strong></td>
</tr>
<tr>
<td>$n_{\text{max}}$</td>
<td>maximum number of nodes</td>
</tr>
<tr>
<td>$c_{\text{max}}$</td>
<td>maximum number of cores per node</td>
</tr>
<tr>
<td>$f_{\text{max}}$</td>
<td>maximum core clock frequency</td>
</tr>
<tr>
<td>$B$</td>
<td>communication throughput</td>
</tr>
<tr>
<td><strong>Power Parameters [W]</strong></td>
<td></td>
</tr>
<tr>
<td>$P_{\text{CPU,net}}$</td>
<td>CPU power when executing work cycles</td>
</tr>
<tr>
<td>$P_{\text{CPU,STALL}}$</td>
<td>CPU power during memory-related stalls</td>
</tr>
<tr>
<td>$P_{\text{mem}}$</td>
<td>Power consumed by memory operations</td>
</tr>
<tr>
<td>$P_{\text{net}}$</td>
<td>Power consumed by network card</td>
</tr>
<tr>
<td>$P_{\text{sys,idle}}$</td>
<td>power consumption of idling system</td>
</tr>
<tr>
<td><strong>Time Model</strong></td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>work cycles for $\mathcal{P}$</td>
</tr>
<tr>
<td>$b$</td>
<td>non-memory stall cycles for $\mathcal{P}$</td>
</tr>
<tr>
<td>$m$</td>
<td>memory-related stall cycles for $\mathcal{P}$</td>
</tr>
<tr>
<td>$U$</td>
<td>CPU utilization for $\mathcal{P}$</td>
</tr>
<tr>
<td>$n$</td>
<td>number of nodes to execute $\mathcal{P}$</td>
</tr>
<tr>
<td>$c$</td>
<td>number of cores per node that execute $\mathcal{P}$</td>
</tr>
<tr>
<td>$f$</td>
<td>operating core clock frequency</td>
</tr>
<tr>
<td>$T_{\text{CPU}}$</td>
<td>time for computation</td>
</tr>
<tr>
<td>$T_{\text{w,mem}}$</td>
<td>waiting time due to memory contention</td>
</tr>
<tr>
<td>$T_{\text{w,net}}$</td>
<td>non-overlapped memory service time</td>
</tr>
<tr>
<td>$T_{\text{w,net}}$</td>
<td>waiting time due to network contention</td>
</tr>
<tr>
<td>$T_{\text{s,net}}$</td>
<td>non-overlapped network service time</td>
</tr>
<tr>
<td>$T$</td>
<td>total execution time of a program</td>
</tr>
<tr>
<td><strong>Energy Parameters [kJ]</strong></td>
<td></td>
</tr>
<tr>
<td>$E_{\text{CPU,net}}$</td>
<td>energy consumed when CPU is active</td>
</tr>
<tr>
<td>$E_{\text{CPU,STALL}}$</td>
<td>energy consumed when CPU is stalling</td>
</tr>
<tr>
<td>$E_{\text{mem}}$</td>
<td>energy consumed by memory sub-system</td>
</tr>
<tr>
<td>$E_{\text{net}}$</td>
<td>energy consumed by network sub-system</td>
</tr>
<tr>
<td>$E_{\text{idle}}$</td>
<td>energy consumed by idle system</td>
</tr>
<tr>
<td>$E$</td>
<td>total energy consumed by a program</td>
</tr>
</tbody>
</table>
While our previous work models the overlap between inter-node computation phases, it considers data center workloads that have minimal inter-node communication [40]. However, hybrid programs not only exhibit considerable amount of inter-node communication among \( \ell \) processes but also intra-node communication among \( \tau \) threads. Hence modeling the overlaps, communication and contention for shared resources for a hybrid program is non-trivial and challenging. To determine the inter-node communication, we use the volume of communication per node \((v)\) and characterize the CPU overheads in communication using the utilization of the cores \((U_x)\). This models the overlap between computation and inter-node communication via the network. Next, we use queueing theory to model contention among the nodes for network and compute the waiting time \((T_{w,net})\) at each node with the network switch as a server servicing communication requests. To model the overlap between computation and intra-node communication via shared-memory, we infer the waiting time of the cores due to contention for memory using stall cycles \((m)\). The notations used in our approach are described in Table 1.

B. Assumptions

An abstract view of a typical hybrid parallel program can be represented as iterations of alternating computation and communication phases. While the computation phase is further split into parallel threads performing computations using shared-memory data, the communication phase consists of logical processes on different nodes using MPI over the network. We assume that these phases have negligible resource demands from storage devices such as disks. The code in Listing 1 shows an abstraction of a hybrid parallel program [39] with annotations illustrating the contention for shared-memory and network as inferred by our approach.

**Listing 1: Abstraction of a Hybrid program**

```c
for(iteration = 1..S)
{
    # pragma omp parallel // \( \tau \) threads on \( c \) cores
    {
        /* computations or useful work */
        ....
        ....
        /* intra-node (shared-memory contention) */
    }
    /* inter-node (network contention) */
    MPI_Send // \( \ell \) logical processes on \( n \) nodes
    MPI_Recv
}
```

To show that our approach is independent of a programming language, we have chosen benchmark applications in both C++ and Fortran. The five hybrid programs are, Block Tri-diagonal solver (BT), Lower-Upper Gauss-Seidel solver (LU), Scalar Penta-diagonal solver (SP) [50], Car-Parrinello Molecular Dynamics (CP) [21] and a lattice Boltzmann method (LB) [23]. To predict the energy usage for a configuration, it is assumed that the hybrid program is the only application being executed, apart from background operating system tasks.

To demonstrate the application of our approach on different system architectures, we validated it on two systems with diverse time-energy performance, ARM Cortex-A9 processor based low-power cluster and Intel Xeon x86_64 architecture based processor cluster. The systems used for validation have nodes with a single NIC and cores access shared-memory via Uniform Memory Architecture (UMA). Nodes communicate via an Ethernet-based switch.

C. Time Performance Model

In this section, we derive the execution time, \( T \), for a hybrid program \( P \) with \( S \) iterations, executing on \( n \) homogeneous nodes, each having \( c \) cores. Inter and intra-node overlap between the computation and communication phases in the program is accounted as useful work cycles \((T_{CPU})\). Non-overlapped execution time including both inter and intra-node data dependencies is modeled as waiting and service time for communication over the network \((T_{w,net}, T_{s,net})\) and within shared-memory \((T_{w,mem}, T_{s,mem})\) respectively. Hence, the total execution time is summed up as the overlapped time for useful work cycles and the non-overlapped queueing delays:

\[
T = T_{CPU} + T_{w,net} + T_{s,net} + T_{w,mem} + T_{s,mem}
\]

To derive \( T_{CPU} \), we use the total work cycles incurred by the hybrid program. The total work cycles for a given program is split equally among number of processing cores across all nodes, operating at a clock frequency \( f \) as:

\[
T_{CPU} = \frac{cycles_{core}}{n \cdot c \cdot f}
\]

Overlap of computations and shared-memory data accesses is accounted by using the work cycles spent for computing \((w)\) and stall cycles that are not due to memory contention \((b)\). These non-memory stalls are due to the complex out-of-order pipeline architectures that are prevalent in most processors today [34]. Hence, the total useful cycles considering overlaps is:

\[
cycles_{core} = w + b
\]

As non-memory stalls vary based on the application, they are measured using the baseline execution of a program, but they scale well with program input size for a given processor architecture [40]. Hence, they are derived easily for scale-out programs, by using the measured values of the subset program \( P_s \):

\[
w(c, f) = \frac{w_s \cdot S}{S_s}
\]

While parallelism increases speedup by enabling overlap, overlap causes increased contention for shared resources. For hybrid parallel programs, the logical processes across nodes contend for access to the network and the parallel threads within a logical process contend for shared-memory. Network contention causes messages to wait in the operating system’s network socket buffer before being serviced by the network. As a result, CPU idles while waiting for data from the network.
This is modeled using a M/G/1 queue with a mean waiting time [35], [41]:

\[ T_{w,\text{net}} = \frac{\lambda \cdot \hat{g}^2}{1 - \rho} \]  

(5)

where \( \hat{g} \) and \( \rho \) are the service time and utilization of the network respectively, and \( \lambda \) is the inter-arrival rate of messages to the buffer.

Communication characteristics of the program affect inter-node communication \( (T_{s,\text{net}}) \). For hybrid parallel programs, the communication characteristics are determined using the number of messages transmitted \( (\eta) \) and the volume of communication per message \( (\nu) \). In most modern processing systems, the CPU time incurred for processing, overlaps with transfer time of the messages over the network. Thus, the service time of inter-node communication is:

\[ T_{s,\text{net}} = \max \left( \left( (1 - U) \cdot T_{CPU} \right), \left( \frac{\eta \cdot \nu}{B} \right) \right) \]  

(6)

In hybrid programs, the parallel threads within a logical process contend for shared-memory. Shared-memory contention is derived from the waiting time and service time of memory requests queueing up for service at the memory controller. Queueing delay due to memory contention causes stall cycles in the processor. Therefore, these stall cycles due to non-overlapped memory accesses \( (m) \) are used to model shared-memory contention overheads:

\[ T_{w,\text{mem}} + T_{s,\text{mem}} = \frac{m}{f} \quad m(c, f) = \frac{m_s \cdot S}{S_s} \]  

(7)

D. Energy Performance Model

Total energy for a given hybrid program on a cluster of \( n \) nodes is the sum of the energies consumed per node. Energy consumed by a node is divided among three active components, processing unit (CPU), memory resources and network card. Energy consumed by other system components such as power regulators, storage, video, etc. are considered under the \( E_{\text{idle}} \). Hence, the total energy consumed by the system during execution is:

\[ E = (E_{CPU} + E_{\text{mem}} + E_{\text{net}} + E_{\text{idle}}) \times n \]  

(8)

Energy consumed by the active cores in a node is:

\[ E_{CPU} = (P_{\text{core,act}} \cdot T_{CPU}) + (P_{\text{core,stall}} \cdot (T_{w,\text{mem}} + T_{s,\text{mem}})) \cdot c \]  

(9)

Energy consumed by the memory and network for each node is:

\[ E_{\text{mem}} = P_{\text{mem}} \cdot (T_{w,\text{mem}} + T_{s,\text{mem}}) \]  

\[ E_{\text{net}} = P_{\text{net}} \cdot (T_{w,\text{net}} + T_{s,\text{net}}) \]  

(10)  

(11)

When the system is completely idle, the power consumption includes the idle power of the cores, memory and I/O devices, as well as the fixed power consumption for the rest of the components. Thus,

\[ E_{\text{idle}} = P_{\text{sys,\text{idle}}} \cdot T \]  

(12)

E. Model Inputs

The measurement driven inputs to our analytical model are obtained from workload, network and power characterization.

1) Workload Characterization: To derive workload dependent architectural artefacts, we use baseline executions of the program on a single node. To determine the overlap among useful computation cycles, data-accesses from shared-memory and network, we measure the translation of a given hybrid program into useful work cycles \( (w_a) \). To model the non-overlapped intra-node contention, we measure the stall cycles due to memory accesses \( (m_s) \). These measurements are recorded for a single node across the possible values of \( c \) and \( f \) using hardware performance counters. Hence, these measurements are non-intrusive with respect to the execution of the application. Program dependent communication characteristics, such as number of communication calls \( (\eta) \) and communication volume per message call \( (\nu) \) are measured using the lightweight profiling tool mpiP [51]. It suffices to perform baseline executions only on a single node, as workload characteristics from these measured values can be inferred from \( \ell \) and \( \tau \).

![Figure 3: Network characterization](image-url)

2) Network characterization: To measure communication overheads of MPI over TCP for a given link bandwidth, we use NetPIPE [48]. Figure 3 shows that the maximum achievable throughput on a 100 Mbps Ethernet link is only 90 Mbps due to MPI overheads and the operating system. This characterization of the network link latency and bandwidth is used to compute network service time.

3) Power Characterization: With energy proportionality becoming increasingly important, processors exhibit a wide dynamic energy range [54]. Hence, during program execution, cores have a wide-ranging power consumption depending on the amount of computations being executed. We classify the power states of a core into active power and stall power corresponding to computation cycles and stall cycles respectively. The idle power of the core is accounted by the total system idle power \( (P_{\text{sys,\text{idle}}}) \). We developed benchmarks that stress the processor pipeline to measure active and stall CPU power. These measurements are done for the complete range...
of cores $(c)$ and frequencies $(f)$ supported by the system to characterize the processor across its dynamic power range. We derive $P_{mem}$ from JEDEC memory specifications and directly measure $P_{net}$.

IV. VALIDATION

A. Validation Results

Here, we first describe the hybrid programs, systems and setup used for validation followed by validation results. The proposed approach is validated against direct measurements for both execution time and energy.

B. Workloads and Setup

While our approach is applicable on generic hybrid parallel programs, we selected a representative subset of five benchmark programs for presentation in this paper. This subset was chosen to represent a wide range of HPC domain applications that exert different inter and intra-node communication resource demands and use different programming languages. We use three hybrid programs from NASA Parallel Benchmark (NPB) suite [50]. These solve discretized version of Navier-Stokes equations in three dimensions, and are (i) Lower-Upper Symmetric Gauss-Seidel (LU), (i) Scalar Penta-diagonal (SP), and (iii) Block Tri-diagonal (BT). The fourth program uses the Car-Parinello (CP) method to simulate $H_2O$ molecules from the Quantum Espresso suite [21]. While the above programs are in Fortran, we chose the fifth program in C++, to illustrate that our approach is independent of the programming language. This is an open source Lattice Boltzmann (LB) code [1], that simulates fluid flows in a three-dimensional lid-driven cavity.

<table>
<thead>
<tr>
<th>System</th>
<th>Intel Xeon E5-2603</th>
<th>ARM Cortex-A9</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISA</td>
<td>x86_64</td>
<td>ARMv7/A</td>
</tr>
<tr>
<td>Nodes</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Cores/node</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Clock Frequency</td>
<td>1.2–1.8 GHz</td>
<td>0.2–1.4 GHz</td>
</tr>
<tr>
<td>L1 data cache</td>
<td>32kB / core</td>
<td>32kB / core</td>
</tr>
<tr>
<td>L2 cache</td>
<td>2MB / node</td>
<td>1MB / node</td>
</tr>
<tr>
<td>L3 cache</td>
<td>20MB / node</td>
<td>NA</td>
</tr>
<tr>
<td>Memory</td>
<td>8GB DDR3</td>
<td>1GB LPDDR2</td>
</tr>
<tr>
<td>I/O bandwidth</td>
<td>1Gbps</td>
<td>100MBps</td>
</tr>
</tbody>
</table>

Table 3: Systems used for validation

To illustrate the generalization of our approach, we validate on two diverse processor system clusters as detailed in Table 3. The increase in the computing capabilities of mobile-based smart devices, have caught the attention of leading server providers to design their next-generation systems based on such mobile-based processors [4], [42], [44]. Hence, other than the traditional server system based on two Intel Xeon CPUs, we also choose a low-power ARM Cortex-A9-based system for validating the proposed approach. The Xeon and ARM systems not only have a diverse performance-to-power ratio but also have different ISAs and differ in orders of magnitude in their cache, memory and network bandwidths. These large differences among the resource capabilities of the selected systems illustrates that our approach can be applied to a generic processor system and is independent of any specific ISA. We validate our model against direct measurements of both execution time and energy usage of each cluster with the setup\(^2\) shown in Figure 4. The system time command is used to measure execution time and a WattsUp meter [2] measures both power and energy.

\(\text{Figure 4: Validation setup}\)

<table>
<thead>
<tr>
<th>System</th>
<th>Xeon Configurations(n,c)</th>
<th>ARM Configurations(n,c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>(2,1)</td>
<td>(2,2)</td>
</tr>
<tr>
<td>BT</td>
<td>(2,2)</td>
<td>(2,4)</td>
</tr>
<tr>
<td>LB</td>
<td>(2,4)</td>
<td>(4,1)</td>
</tr>
<tr>
<td>CP</td>
<td>(4,2)</td>
<td>(4,4)</td>
</tr>
</tbody>
</table>

\(\text{Figure 5: Execution time validation}\)

\(\text{Figure 6: Energy validation}\)

To increase the credibility of our approach, we performed extensive validation for each of the five benchmarks on a large number of Xeon and ARM system configurations. These configurations arise from varying the (i) number of nodes, \(n_{xeon/arm} \in [1, 2, 4, 8]\), (ii) number of active cores per node, \(c_{xeon} \in [1 \cdots 8]\) and \(c_{arm} \in [1 \cdots 4]\), and (iii) operating core clock frequency, \(f_{xeon} \in [1.2, 1.5, 1.8] \text{ GHz}\) and \(f_{arm} \in [0.2, 0.5, 0.8, 1.1, 1.4] \text{ GHz}\). Thus, the number of \(1005\)

\(^2\)Figure 4 shows the Xeon cluster. The ARM cluster has a similar setup.
configurations used for validation were 96 and 80 for Xeon and ARM clusters respectively. Table 2 summarizes the average error and the standard deviation from the measured values for all of these configurations. The predicted values of time and energy using our approach follow the trends of the measured values across hardware configurations as shown in Figures 5 and 6 respectively. Due to paucity of space, for each cluster we plot the execution time and energy for programs with the worst-case error.

![Figure 7: Scale-out program LU](Image)

Many research studies show a correlation between communication patterns exhibited by a program with scale-out input sizes [32], [52]. We show the application of our approach for scale-out HPC programs by plotting the validation results for LU program with input size of class C (four times larger than the baseline measurement program size) in Figure 7. Thus, we show the application of our model to programs whose communication characteristics scale linearly with respect to program input size.

### C. Sources of Inaccuracy

We identify three factors that affect the accuracy of the model. Firstly, the most significant source of error comes due to irregularities during different executions of the same program from the operating system overheads. The measured values of execution time and energy show irregularities of up to 10% for different runs of the same program. Secondly, there are irregularities in the communication overheads due to explicit synchronizations in the program among logical processes and threads. For example, LB program incurs more instructions on higher number of nodes at higher number of cores, due to the synchronization among the logical processes and threads. This significantly increases the energy used, but does not reduce the execution time. This increase causes our model to underestimate the energy used by Xeon configurations (4,4) and (4,8) as shown in Figure 6. The third reason for model inaccuracy is the accuracy of the characterized power parameters. In particular, the system power values for active cycles, stall cycles and idleness differ by up to 0.4\text{W} for the ARM node and 2\text{W} for the Xeon node. This variability translates into a larger underestimation of the energy consumed especially for larger execution times.

### V. Energy Efficiency Analysis

This section discusses the application of our approach to determine time-energy Pareto-optimal configurations for efficient execution of hybrid parallel programs. Next we discuss the application of the Useful Computation Ratio (UCR) metric to further optimize the Pareto frontier.

#### A. Pareto-Optimal Configurations

Similar to the Pareto frontiers in heterogeneous systems as reported in our earlier work [40], time-energy efficient Pareto-optimal configurations are also present in homogeneous systems executing hybrid parallel programs as shown in Figures 8 and 9. These Pareto-optimal configurations are energy efficient as they consume the minimum energy for a given execution time deadline or execute in the minimum possible time for a given energy budget. Figures 8 and 9 present two typical plots showing the execution time and energy used to execute a hybrid program for all possible configurations, program SP (216 configurations\(^3\)) on a Xeon cluster and program CP (400 configurations\(^4\)) on an ARM cluster respectively. Each configuration in these plots is a tuple consisting of the number of nodes, number of cores and the

\(^3\)n ∈ \{1, 2, 4, 8, ..., 256\}, \(c \in \{1..8\}\) and \(f \in \{1.2, 1.5, 1.8\}\)\text{GHz}

\(^4\)n ∈ \{1, 2, 3, ..., 20\}, \(c \in \{1..4\}\) and \(f \in \{0.2, 0.5, 0.8, 1.1, 1.4\}\)\text{GHz}
core clock frequency \((n, c, f)\). For each configuration point, the x-axis denotes the program’s execution time and the y-axis represents the corresponding energy used. Given an execution-time deadline, there exist a set of configurations that meet this deadline. The configuration that meets the deadline with the minimum energy usage is Pareto optimal. The set of all Pareto optimal points across all possible deadlines forms the time-energy Pareto frontier.

These time-energy plots illustrate three counter-intuitive insights. Firstly, as the execution-time deadline is relaxed, the configurations have lesser number of nodes but surprisingly use lesser energy. Decreasing the number of nodes decreases power used but increases execution time, and thus it is expected that the energy \((power \times time)\) will be constant. Although, decreasing the number of nodes causes a linear decrease in the power used, the effect on the execution time is non-linear and is characterized by the queuing delays due to network contention \((T_{w,net}, T_{s,net})\). Secondly, as the energy budget is reduced, counter-to-intuition, the number of cores and core clock frequency increases. Increasing the number of cores or core clock frequency reduces execution time but increases power. Although the increase in the power is a factor of processor design, the decrease in execution time is not linear and is characterized by shared-memory contention \((T_{w,mem}, T_{s,mem})\). Thirdly, Pareto-optimal configurations do not necessarily use all available cores operating at the maximum frequency, e.g. ARM system configuration \((3, 2, 0.8)\) is on the Pareto frontier of the CP program.

### B. Useful Computation Ratio (UCR)

While Computation-to-Communication Ratio (CCR) is a widely used metric to quantify the communication costs (both inter and intra-node) of a parallel program and a higher CCR implies better efficiency, this metric is not normalized and hence is less useful for making comparisons across configurations. As HPC applications become increasingly data-centric and with the widening gap between floating-point speed and memory bandwidth [18], it is very important to characterize the performance of a program with respect to an upper bound to compare and evaluate its execution across a large system configuration space. To address this, we propose a new metric called the Useful Computation Ratio (UCR) of a hybrid program as:

\[
UCR = \frac{T_{useful} (= T_{CPU})}{T}
\]

Total execution time, \(T\), for a hybrid program is defined as:

\[
T = T_{CPU} + T_{data\_dep} + T_{mem\_contention} + T_{net\_contention}
\]

Since \(T_{CPU}\) is defined as the time spent by the program in the system for useful computations including overlapped data accesses (Equation 2), the maximum value for normalized UCR is one. \(T_{data\_dep}\) is a program characteristic, and does not change for a given program with a fixed input size executing on a specific system architecture. As computations need data to be fetched, \(T_{mem\_contention}\) represents the communication cost of fetching data from shared-memory within a node and \(T_{net\_contention}\) accounts for the inter-node communication cost. Thus, UCR is a useful measure for comparing the execution efficiencies of a hybrid program across different system configurations.

Figure 9: ARM cluster executing CP program

![Figure 9: ARM cluster executing CP program](image)

Figure 10: UCR and time-energy performance on Xeon cluster

![Figure 10: UCR and time-energy performance on Xeon cluster](image)

Figure 11: UCR and time-energy performance on ARM cluster

![Figure 11: UCR and time-energy performance on ARM cluster](image)
The differences between the CISC and RISC ISA of the processors causes UCR for Xeon to be much higher (0.96 for BT program) than UCR for ARM (0.54 for BT program).

UCR not only exhibits resource mismatches between computational processing and communication resources of a system but also expresses mismatches in the program implementation due to an imbalance in the parallelism among logical processes versus parallel threads. The CP and LB programs illustrate this imbalance, as seen from the steep drop in the UCR values (Figures 10 and 11) with increasing number of logical processes and threads. Increasing the number of nodes, or cores or core clock frequencies, increases contention for shared resource and thus decreases UCR. However, increasing the number of nodes, or cores or core clock frequencies, reduces both the execution time and energy used for certain configurations. Hence, while the UCR metric provides useful information regarding the balance between the computation and communication resources in a system for a program, it cannot be used to determine efficient execution configurations, as configurations with high UCR are not necessarily energy-efficient.

Figures 8 and 9 also show the UCR values for some Pareto-optimal configurations. An increase in the execution time results in lesser number of nodes in the Pareto-optimal configurations. This decrease in the number of nodes, reduces contention thus increasing the UCR as observed. While the Pareto-optimal configurations are energy efficient, they do not necessarily imply a high UCR. As is observed from Figures 8 and 9, the UCR values of the Pareto-optimal configurations (0.05 to 0.67 for Xeon and 0.10 to 0.42 for ARM) is quite small compared to the best possible UCR (0.91 for Xeon and 0.48 for ARM). Hence there is room for further optimizing the Pareto configurations for better balance between the computation and communication phases of the hybrid parallel program on a specific system architecture.

Optimizing UCR for Pareto-optimal configurations: UCR represents the balance between the execution rates and the communication rates of resources in a system and hence can be improved by either changing the program or system design to achieve a better matching between these rates. For example, doubling the memory bandwidth reduces the number of stall cycles due to shared-memory contention by two times, and thus improves the UCR of SP program executed on Xeon configuration (1,8,1.8) from 0.67 to 0.81. This increase in UCR also reduces the execution time by 7 seconds and energy used by 590 Joules, thus further optimizing the Pareto-frontier configuration. Hence, the proposed approach can be easily applied by system architects to gain insights into resource imbalances, and further optimize the Pareto-frontier using UCR. Secondly, for a given system configuration, application developers can fine-tune their implementations by re-structuring the iterations during the computational and communication phases of the program for different \( f (\equiv n) \) and \( \tau (\equiv c) \) to further improve the UCR of Pareto-optimal configurations. The proposed approach thus offers a holistic hardware-software co-design by gaining useful insights from the predicted execution time, energy and UCR of hybrid parallel programs.

VI. CONCLUSIONS

While hybrid parallel programs offer the dual-advantage of scalability via distributed-memory and better performance using shared-memory, users of these programs face an uphill task in determining the time-energy optimal set of logical processes \( f \) and threads \( \tau \) for executing the program. From a system’s perspective, this challenge translates to determining energy efficient execution configurations in terms of \( (n, c, f) \), where \( n \) is the number of nodes, \( c \) the number of cores and \( f \) is the operating core clock frequency. This paper presents an approach to determine time-energy Pareto-optimal system configurations \( (n, c, f) \) for executing a hybrid program using a measurement-driven analytical model. The proposed model addresses the effects of using both distributed-memory and shared-memory communication by considering inter and intra-node resource overlaps, memory contention among cores within a node and network contention across multiple nodes.

We validate the proposed approach for a range of HPC programs from different domains such as non-linear partial differential equation solvers, electronic structure calculations and computational simulation for fluid dynamics. These representative HPC applications are validated against direct measurement on Intel Xeon and ARM Cortex-A9 clusters as they have a diverse time-energy performance. Validation results show a mean error of less than 15% between the predicted and measured execution time and energy. We show that a Pareto frontier consisting of time-energy Pareto-optimal configurations exist for a hybrid program executed on a homogeneous cluster. These configurations either consume minimum energy for a given execution time deadline, or execute in the minimum possible time for a given energy budget. Hence, users of hybrid programs can easily apply our approach for time-energy efficient execution. To further optimize the Pareto frontier, we introduce a new metric, useful computation ratio (UCR) that quantifies the degree of resource contentions and communication overheads in an execution. We also show how system architects and application developers can increase the UCR of Pareto-optimal configurations by balancing resource service demands with resource utilization, to further minimize system inefficiencies.
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