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Abstract—While edge computing is gaining traction, organizations operating in geographically distributed locations are still using cloud computing to collect and post-process data. In this context, it is useful to analyze the performance trade-offs of cloud-only, edge-only and hybrid edge-cloud processing. To facilitate this analysis, we provide an analytic model validated by measurements on representative edge and cloud platforms. Our model is easy to apply even without performing measurements on the target edge hardware, as long as useful performance specifications are available. Our measurement-driven analysis reveals a diverse performance landscape where there is no clear winner among cloud-only, edge-only and hybrid processing. However, application characteristics and edge-cloud transfer bandwidth are the key factors affecting performance.

Index Terms—edge computing; cloud computing; hybrid edge-cloud computing; performance analysis; analytic model; measurements

I. INTRODUCTION

The last few years have seen the rise of edge and fog computing [19], where processing is not done exclusively on the cloud, but rather at the edge of the network. Edge computing is enabled by three key factors, (i) the exponential increase in data collected by the countless number of devices connected to the Internet, (ii) the performance improvements of low-power devices and (iii) the real-time requirements of critical decision-making services, such as autonomous driving. The exponential increase of data exerts pressure on the networking connections between edge devices and cloud processing clusters [20]. But data processing at the edge has the potential to reduce both the networking pressure and service response time. This edge processing is possible today due to the increasing performance of edge devices [13].

Many real-world setups that include edge computing are also using cloud to aggregate, store and post-process the data [19]. In the context of hybrid edge-cloud computing, it is not straightforward to decide how much processing should be done at the edge and on the cloud to meet execution time deadlines. This decision must also consider the edge-cloud bandwidth and the fact that it may fluctuate with time. Our aim is to conduct an analysis using both models and measurements to assess the effect of the edge-cloud bandwidth on the overall execution time of big data analytics. Our analysis exposes the cases where edge-only or hybrid edge-cloud processing is faster than cloud-only processing.

The huge amount of data collected by organizations gave rise to big data analytics where data is analyzed meaningfully. The most popular big data analytics programming model and framework are MapReduce [6] and Hadoop [3], respectively. MapReduce processes data in batches, with the focus on increasing the processing throughput. More recently, stream data processing gained traction, being enabled by frameworks such as Spark Streaming [25] and Google Cloud Dataflow [2]. In this paper, we present measurements of big data analytics running on Hadoop at the edge, on the cloud and in hybrid edge-cloud setups.

In the last decade, we have witnessed the performance improvement of low-power devices stimulated mainly by the development of the mobile sector. These low-power devices are almost exclusively placed at the edge of the network, in the form of mobile phones, smart devices, Internet of Things (IoT), among others. In concordance with this trend, we use two low-power devices to perform measurements at the edge. Nvidia Jetson TK1 [16] and Jetson TX1 [8] are low-power systems based on 32- and 64-bit ARM processors, respectively. These systems run a Linux-based operating system (OS) and are capable of executing complex programs, such as MapReduce applications.

In analyzing the cases where workloads benefit from executing at the edge or on hybrid edge-cloud setups in contrast to cloud-only computing, we make the following contributions:

- We provide a model to decide when edge-only or hybrid edge-cloud processing is faster than cloud-only processing. This model uses both workload parameters, representing the ratio of input and output data size, and system parameters assessing cloud speedup over the edge and the computation-to-communication ratio.
- Using measurements, we validate this model and analyze the performance of MapReduce on low-power edge devices and on Amazon cloud. Our analysis reveals a complex landscape where cloud-only processing is not always faster. The key factors affecting cloud-only processing are (i) link bandwidth used to upload the data collected at the edge and (ii) application characteristics.
- Using two types of MapReduce processing on hybrid edge-cloud systems, we draw useful insights on the effect of application characteristics on performance.
The rest of this paper is organized as follows. In the next section, we present a model to analyze the execution time of edge-cloud systems. In Section III, we analyze the execution time performance of edge-cloud systems running MapReduce applications using measurements. In Section IV, we survey the related work and in Section V we conclude the paper.

II. MODEL-DRIVEN ANALYSIS

In this section, we analyze the edge-only, cloud-only and hybrid edge-cloud environments from a theoretical perspective, using analytic models for computation and communication.

A. Model

Firstly, we describe the model using the notations in Table I and the hybrid edge-cloud setup depicted in Figure 1. Data collection is always done at the edge and data post-processing, which may refer to storage, visualization or further processing, is always done on the cloud. In this paper, we are only interested in the main processing and edge-cloud data transfers. Our aim is to analyze the cases where edge-only or hybrid edge-cloud processing is faster than cloud-only computing. Hence, data collection and post-processing are excluded from our analysis.

We assume that a set of collected data of size \( S_I \) is processed at the edge by applying a processing function \( F_E \). The partial results of size \( S_P \) are transferred to the cloud over a link with bandwidth \( B \). On the cloud, these data are further processed by a function \( F_C \) to produce an output of size \( S_O \). However, one may choose to perform the entire processing \( (F_E + F_C) \) on the cloud or at the edge. Thus, we distinguish three cases:

1) **cloud-only processing** where the entire collected data is transferred to and processed on the cloud,

\[
T_1 = T_t(S_I) + T'_C(S_I) \tag{1}
\]

2) **edge-only processing** where the data is processed at the edge and only the final results are transferred to the cloud,

\[
T_2 = T'_E(S_I) + T_t(S_O) \tag{2}
\]

3) **hybrid edge-cloud processing** where the edge is performing the first part of the processing and the cloud is doing the second part. The execution time in this case is

\[
T_3 = T_E(S_I) + T_t(S_P) + T_C(S_P) \tag{3}
\]

Among the reasons for using cloud computing, scalability enables users to achieve faster execution compared to self-hosted, edge systems. In this paper, we assume that cloud computing is always faster than edge computing, or at least it achieves the same performance. Hence, for a given workload, cloud speedup is defined as

\[
\alpha = \frac{T_E}{T_C} \geq 1 \tag{4}
\]

In some edge computing setups, there may be multiple locations or clusters processing data at the same time. All these clusters send the results to a single cloud location to aggregate the data. Hence, we assume that the cloud processing or post-processing starts only after all \( n \) edge locations have transferred their data,

\[
T_2 = \max_{i=1}^n [T'_E(S_{I,i}) + T_t(S_{P,i})] \tag{5}
\]

\[
T_3 = \max_{i=1}^n [T_E(S_{I,i}) + T_t(S_{P,i})] + T_C(\sum_{i=1}^n S_{P,i})
\]

Without losing generality, we further consider a single edge location. For example, this is the location exhibiting the maximum execution time among all \( n \) edge locations.

Next, we define the input/output ratio of a given application, also called selectivity [9]. For edge- and cloud-only cases, the selectivity, \( \sigma \), considers only the input and the final output. In the case of a hybrid setup, there are two selectivity values, of edge processing, \( \sigma_E \), and cloud processing, \( \sigma_C \), respectively. The following equations summarize selectivity,

\[
\sigma = \frac{S_I}{S_O}, \sigma_E = \frac{S_I}{S_P}, \sigma_C = \frac{S_P}{S_O} \tag{6}
\]

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_E )</td>
<td>processing time at the edge (edge-only processing)</td>
</tr>
<tr>
<td>( T_C )</td>
<td>processing time at the cloud (cloud-only processing)</td>
</tr>
<tr>
<td>( T'_E )</td>
<td>processing time on the cloud (hybrid processing)</td>
</tr>
<tr>
<td>( T'_C )</td>
<td>processing time on the cloud (cloud-only processing)</td>
</tr>
<tr>
<td>( T_t )</td>
<td>data transfer time</td>
</tr>
<tr>
<td>( S_I )</td>
<td>input size of a given application</td>
</tr>
<tr>
<td>( S_O )</td>
<td>output size of a given application</td>
</tr>
<tr>
<td>( S_P )</td>
<td>partial processing output size</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>cloud processing speedup</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>input/output ratio (selectivity) of a given application</td>
</tr>
<tr>
<td>( \sigma_E )</td>
<td>edge-only speedup</td>
</tr>
<tr>
<td>( \sigma_C )</td>
<td>edge-cloud speedup</td>
</tr>
</tbody>
</table>

**Table I: Notations**
The input or output data is transferred to the cloud in a period $T_i$ over a link with bandwidth $B$. This communication time may dominate the entire execution, as we shall see in Section III. To quantify this, we define the ratio between computation and communication with respect to the cloud,

$$\gamma = \frac{T_C}{T_i}$$

(7)

If the bandwidth is constant, this parameter becomes the ratio between link bandwidth and cloud throughput when processing a given workload. Let this cloud throughput be defined as

$$\chi_C(S) = \frac{S}{T_C(S)}$$

(8)

Then, the computation-to-communication ratio\(^1\) becomes

$$\gamma = \frac{B}{\chi_C(S_1)}$$

(9)

In summary, the edge-cloud execution time model depends on one workload parameter, $\sigma$, and two parameters, $\alpha$ and $\gamma$, representing the interaction between hardware devices and software applications. We observe that all three parameters are application-dependent.

B. Edge-only versus Cloud-only

We analyze the case where edge-only processing is faster compared to cloud-only processing, $T_2 \leq T_1$. For simplicity, we assume there is a single edge cluster. Using the equations presented in the previous section, this case is summarized as

$$T_E(S_I) - T_C(S_I) \leq T_I(S_I) - T_I(S_O)$$

(10)

We observe that a necessary condition is to transfer the edge processing output, $S_O$, faster than transferring the initial input data, $S_I$. To the cloud. If the bandwidth is constant, the condition is to have super-unitary selectivity, $\sigma \geq 1$. This means that the final output must be smaller than the input, $S_O \leq S_I$.

Next, we assume that the above condition is satisfied and, for ease of analysis, we consider the case where selectivity reflects into the transfer time,

$$\sigma = \frac{T_I(S_I)}{T_I(S_O)}$$

(11)

For example, this is true when the bandwidth is constant. Using Equation 10, we define edge-only speedup reported to cloud-only execution as

$$\eta_E = \frac{T_1}{T_E} = \frac{\gamma + 1}{\alpha \gamma + \frac{1}{\gamma}}$$

(12)

Hence, edge-only execution is faster when

$$\eta_E > 1 \iff \gamma (\alpha - 1) + \frac{1}{\sigma} < 1$$

(13)

\(^1\)Higher values of $\gamma$ indicate that more time is spent in processing compared to data transfers. For example, let there be two applications that transfer the same amount of data to the cloud over a link of constant bandwidth. The application with lower cloud processing throughput has a higher computation-to-communication ratio.

Since the selectivity is supra-unitary, we observe that edge-only computing is faster than cloud-only computing when the actual processing exhibits similar execution time (cloud speedup, $\alpha$, is low) and the transfer time dominates the processing time ($\gamma$ is small). These cases are depicted by the points under the surface plotted in Figure 2.

C. Hybrid versus Cloud-only

Next, we analyze the case where hybrid processing is faster than cloud-only processing. The other case where edge processing is faster than hybrid processing is not considered in this paper since the main assumption is that data needs to be post-processed on the cloud, as shown in Figure 1. This is a real-world scenario for applications that need to aggregate data across multiple locations.

Using the equations defined in Section II-A, the scenario under analysis, $T_3 \leq T_1$, becomes

$$T_E(S_I) + T_C(S_P) - T_C(S_I) \leq T_I(S_I) - T_I(S_P)$$

(14)

The partial processing output should be smaller compared to the input, $S_P < S_I$ ($\sigma_E > 1$), but is not uncommon to have the opposite situation where an application produces more intermediate data compared to its input, as we shall see in Section III. Using input and intermediate data sizes, and cloud computing as reference, we define the following computation-to-communication ratios,

$$\gamma_I = \frac{T_C(S_I)}{T_I(S_I)}, \gamma_P = \frac{T_C(S_P)}{T_I(S_P)}, \gamma_I = \frac{T_C(S_I)}{T_I(S_I)}$$

(15)

Using Equation 14, we define hybrid-edge speedup over cloud-only execution as

$$\eta_H = \frac{T_1}{T_3} = \frac{\sigma_E (\gamma_I + 1)}{\sigma_E \alpha \gamma_I + \gamma_P + 1}$$

(16)

Hybrid computing is faster than cloud-only computing if

$$\eta_H > 1 \iff \sigma_E \frac{\gamma_I - \alpha \gamma_I + 1}{\gamma_P + 1} > 1$$

(17)

We observe that one can decide when hybrid computing is faster using cloud and application parameters, except for the cloud speedup which involves measuring edge execution time.
On the other hand, edge system designers can select the best edge hardware that achieves the required speedup to surpass cloud-only performance.

D. Discussion

In this section, we discuss how our model is applied by an organisation or application developer to explore edge computing and to select the best hardware platform for a set of given requirements. Starting from the applications currently running on the cloud, the developer has to assess if these applications can be executed in an edge-only or hybrid edge-cloud setup. In any case, the developer can compute the selectivity, $\sigma$, for each application, independent of the edge hardware platform. Moreover, the computation-to-communication ratio, $\gamma$, can be computed based on the cloud throughput for each application, which is already known, and the edge-cloud bandwidth which is partially dependent on the edge hardware. For example, if the edge devices have 100 Mbps Ethernet networking links, the upper bound for bandwidth would be 12.5 MB/s, which is hard to achieve in practice. Similar estimations can be done if wireless links are used.

The only parameter that needs to be measured on the edge hardware is the cloud speedup, $\alpha$. However, one can use hardware specifications or existing literature to estimate the edge-cloud performance gap. For example, the developer uses a Jetson TX1 [8] as edge computing platform, while the cloud is running on Intel Xeon processors. Using benchmarking databases, such as Geekbench [1], the Xeon cloud speedup is estimated to be two. In the literature, the Xeon cloud speedup compared to Jetson TX1 when running Java applications reaches a value of three [13]. Indeed, our measurements in Section III expose a cloud speedup between 1.9 and 3.6, depending on the workload.

Next, the developer determines the selectivity of the applications that can run faster at the edge, when the cloud speedup is set, $\alpha = 3$. From Equation 13, the computation-to-communication ratio has to be $\gamma < \frac{1}{2}$. Let us set $\gamma = 0.2$. Then the selectivity range becomes $\sigma > 1.67$. We shall see in Section III that applications satisfying these conditions run faster at the edge or on hybrid edge-cloud setups that use TX1.

III. MEASUREMENTS-DRIVEN ANALYSIS

In this section, we analyze the trade-off between edge and cloud when processing data analytics using the well-known MapReduce [6] programming model and its open source implementation, Hadoop [3]. For this analysis, we select both (i) applications that can be executed in a hybrid edge-cloud setting and (ii) applications that are not suitable for hybrid execution. For example, MapReduce applications where either the Map or Reduce task forwards the data without any processing do not expose hybrid execution characteristics.

In our experiments, the hybrid execution consists of two distinct MapReduce jobs, one running at the edge and one running on the cloud. The edge job retains the Map function of the initial, non-hybrid, MapReduce application and has a Reduce function that forwards the data to the output. The cloud job retains the Reduce function of the initial MapReduce application and has a Map function that forwards the input to the next phase. Another possible setup consists of creating a MapReduce cluster comprising both edge and cloud nodes. However, such setup may incur more data transfer due to replication and housekeeping. We compare these two hybrid setups in Section III-E.

A. Applications

Seven MapReduce applications covering multiple domains are selected to run with large inputs, as shown in Table II. Pi Estimation (PI) generates random points in a unit square and determines the value of $\pi$ based on how many points are inside the unit circle. Each Map function generates a point and evaluates if it is inside the circle. The Reduce task counts how many points are inside and outside the circle, and computes the final value for $\pi$. Kmeans (KM) groups a set of $n$ points into $k$ clusters based on the distance among the points. Starting from $k$ centroids, Map task determines the closest centroid for each input point. The Reduce task computes the new centroids based on the points associated with each cluster during the Map phase. The process may be repeated for a number of times or until there is no change in the computed centroids. Word Count (WC) is the textbook example for MapReduce computation [6] which computes the number of appearances for each word in an input text file. The Map task splits a line of the input text into words and outputs each word as a key with an associated count of one. The Reduce task sums-up the counts for each word. Grep (GR) counts the number of lines from an input text containing a given regular expression. Map task filters the lines containing the regular expression and outputs their count. Reduce task sums-up all these counts.

In our experiments, both WC and GR take as input a subset of Wikipedia’s articles dump. The hybrid edge-cloud implementations of PI, KM, WC and GR apply the Map task at the edge and the Reduce task on the cloud.

BlackScholes (BS) determines the price of financial options based on some input parameters. Since the Reduce function of BS is forwarding, this application is not suitable for hybrid processing. Matrix Multiplication (MM) computes the product of two square matrices, $A$ and $B$, of size $n$. In our implementation, each input line contains one row from matrix $A$ and one column from matrix $B$. The Map task computes the elements of the result matrix and the Reduce task just builds this matrix. Similarity Score (SS) computes the similarity of $n$ pairs of vectors with $m$ elements. BS, MM and SS do not have a hybrid version since the Reduce task just forwards Map results to the output.

In summary, only four applications support hybrid execution, PI, KM, WC and GR. All our experiments are run at least three times and the average execution time is reported.

B. Systems

For this analysis, we use the popular Amazon Web Services (AWS) as representative for cloud computing. On the other hand, we select two low-power systems based on the emerging
ARM architecture as representative of edge computing [13], [26]. Nvidia Jetson **TK1** is a 32-bit ARM system with a quad-core ARM Cortex-A15 CPU and 2GB RAM [16]. Nvidia Jetson **TX1** is a 64-bit ARM system with a quad-core ARM Cortex-A57 and 4GB RAM [8]. We added to these systems a 2 TB hard-disk (HDD). Both systems have Gigabit Ethernet networking cards.

We measured the bandwidth between our local edge systems and the AWS cloud, as well as between all available regions of AWS. The average bandwidth is 11.4 Mbits/s (1.4 MB/s) with a standard deviation of 16.7. The minimum and maximum measured bandwidths are 2.33 Mbits/s ($B_{\text{low}} = 0.3MB/s$) and 92.8 Mbits/s ($B_{\text{high}} = 11.6 MB/s$), respectively. These results show that edge-cloud and inter-cloud bandwidths are highly variable, while most fall on the low side of the spectrum. Throughout our analysis in the remainder of this paper, we use the minimum and maximum measured bandwidths, $B_{\text{low}}$ and $B_{\text{high}}$, respectively.

### C. Edge-only versus Cloud-only

We compare edge-only with cloud-only processing using all seven MapReduce applications. The execution time breakdown showing processing and transfer times is plotted in Figure 3 for both low and high bandwidth. WC on Jetson TK1 does not finish execution due to memory and I/O failure, and it is marked accordingly in the plots.

Even if cloud processing is 2 to 5 times faster compared to the edge, as shown in Table II, the transfer time affects the overall performance of applications with large inputs. For example, only PI achieves better execution time on the cloud when the bandwidth is low because its input size is much smaller compared to the other six applications. On the other hand, the edge is faster than the cloud at processing SS, MM and GR even when the bandwidth is relatively high.

Using Equation 13, we determine the minimum bandwidth such that the cloud is faster than the edge when running all seven applications. We obtain 50.6 MB/s and 23.9 MB/s with TK1 and TX1 edge nodes, respectively. For example, the edge-cloud networking link needs more than twice the measured bandwidth of 11.6 MB/s for the cloud to be faster than TX1 edge. Thus, our approach enables better hardware-software co-design by identifying the system bottleneck.

Next, we validate the analytic model in Equation 13 by computing the edge-only speedup. Values greater than one reveal that edge computing is faster than cloud computing. The results summarized in Table III show that modeled speedup is in concordance with the measurements plotted in Figure 3. For example, the edge-only speedup is 1.0 and 0.8 when the edge-cloud bandwidth is high and TX1 is running KM and BS, respectively. These values are close to one, revealing that edge-only and cloud-only processing achieve similar performance, as shown in Figure 3b.

### D. Hybrid versus Cloud-only

We compare the performance of cloud-only and hybrid processing using the four MapReduce applications that support hybrid execution, as discussed in Section III-A. The execution

---

**TABLE II: Applications**

<table>
<thead>
<tr>
<th>Application</th>
<th>Hybrid?</th>
<th>Input Size [MB]</th>
<th>Map Output Size [MB]</th>
<th>Reduce Output Size [MB]</th>
<th>$\gamma_{TK1}$</th>
<th>$\gamma_{TX1}$</th>
<th>$\gamma_{GR}$</th>
<th>$\gamma_{BS}$</th>
<th>$\gamma_{SS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI Estimation (PI)</td>
<td>Yes</td>
<td>189.7</td>
<td>143.1</td>
<td>35.0 (10 MB)</td>
<td>3.1</td>
<td>2.9</td>
<td>19,888,888.5</td>
<td>3.3</td>
<td>14,000,000.0</td>
</tr>
<tr>
<td>Kmeans (KM)</td>
<td>Yes</td>
<td>19,801.6</td>
<td>20,199.2</td>
<td>0.621 (1 B)</td>
<td>3.9</td>
<td>3.9</td>
<td>18,543,490.0</td>
<td>1.0</td>
<td>22,106,891.0</td>
</tr>
<tr>
<td>Word Count (WC)</td>
<td>Yes</td>
<td>22.888.2</td>
<td>27,022.3</td>
<td>4,001.1</td>
<td>-</td>
<td>2.9</td>
<td>57.5</td>
<td>0.8</td>
<td>68.0</td>
</tr>
<tr>
<td>Grep (GR)</td>
<td>Yes</td>
<td>22.888.2</td>
<td>187.1</td>
<td>0 (13 B)</td>
<td>3.1</td>
<td>3.6</td>
<td>1,884,154,150</td>
<td>122.4</td>
<td>15,087,944.8</td>
</tr>
<tr>
<td>BlasScholes (BS)</td>
<td>No</td>
<td>24,802.3</td>
<td>4,942.2</td>
<td>4,042.2</td>
<td>5.1</td>
<td>3.6</td>
<td>5</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Matrix Multiplication (MM)</td>
<td>No</td>
<td>25,780.4</td>
<td>26.9</td>
<td>26.9</td>
<td>2.2</td>
<td>3.6</td>
<td>959.6</td>
<td>959.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Similarity Score (SS)</td>
<td>No</td>
<td>25,780.4</td>
<td>2.1</td>
<td>33.3</td>
<td>2.3</td>
<td>3.6</td>
<td>774.1</td>
<td>1,2014.5</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**TABLE III: Edge-only Speedup ($\eta_{E}$)**

<table>
<thead>
<tr>
<th>System</th>
<th>Application</th>
<th>PI</th>
<th>KM</th>
<th>WC</th>
<th>GR</th>
<th>BS</th>
<th>MM</th>
<th>SS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TK1, $B_{\text{low}}$</td>
<td>0.4</td>
<td>9.9</td>
<td>-</td>
<td>54.8</td>
<td>3.8</td>
<td>84.6</td>
<td>80.5</td>
<td></td>
</tr>
<tr>
<td>TX1, $B_{\text{low}}$</td>
<td>0.5</td>
<td>20.3</td>
<td>3.1</td>
<td>47.8</td>
<td>4.2</td>
<td>53.8</td>
<td>53.7</td>
<td></td>
</tr>
<tr>
<td>TK1, $B_{\text{high}}$</td>
<td>0.3</td>
<td>0.5</td>
<td>-</td>
<td>1.7</td>
<td>0.5</td>
<td>2.8</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>TX1, $B_{\text{high}}$</td>
<td>0.4</td>
<td>1.0</td>
<td>0.5</td>
<td>1.5</td>
<td>0.8</td>
<td>2.7</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 3: Execution Time Comparison between Cloud- and Edge-only Processing**

(a) With Low Bandwidth (0.3 MB/s)

(b) With High Bandwidth (11.6 MB/s)
Fig. 4: Execution Time Comparison between Cloud-only and Hybrid Processing

Table IV: Hybrid Edge-Cloud Speedup ($\eta_{HI}$)

<table>
<thead>
<tr>
<th>System</th>
<th>Application</th>
<th>PI</th>
<th>KM</th>
<th>WC</th>
<th>GR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TK1, $B_{low}$</td>
<td>0.4</td>
<td>0.9</td>
<td>-</td>
<td>57.6</td>
<td></td>
</tr>
<tr>
<td>TX1, $B_{low}$</td>
<td>0.5</td>
<td>1.0</td>
<td>0.8</td>
<td>34.2</td>
<td></td>
</tr>
<tr>
<td>TK1, $B_{high}$</td>
<td>0.3</td>
<td>0.4</td>
<td>1.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TX1, $B_{high}$</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5: Types of Hybrid Edge-Cloud Setups

E. Hybrid Edge-Cloud MapReduce

In this section, we analyze the performance of two types of hybrid edge-cloud MapReduce setups, as shown in Figure 5. The objective of this analysis is to determine application characteristics that impact performance in a hybrid edge-cloud setup, thus, aiding in developing further optimizations.

The first setup consists of creating separate MapReduce clusters at the edge and on the cloud, with explicit intermediate data transfers, as depicted in Figure 5a where each cluster has two nodes. Given an initial MapReduce application that can be executed on a hybrid edge-cloud setup, the developer has to write two new MapReduce applications, one for the edge and one for the cloud. The edge MapReduce application retains the Map function of the initial application and employs a forwarding Reduce function. The new MapReduce application running on the cloud retains the initial Reduce function and employs a forwarding Map function. The second setup consists of creating a single MapReduce cluster over both the edge and cloud, as shown in Figure 5b. This cluster runs the original MapReduce application, while all data transfers are handled by the Hadoop framework. However, Hadoop is also doing replication and housekeeping over the same network, thus, we expect a lower performance compared to the first setup.

We create these two setups using three AWS cloud regions, such that two of them simulate the edge and the third one represents the cloud. We choose to simulate the edge using cloud instances because we want to analyze the influence of transfer time and bandwidth rather than the effect of hardware on cloud speedup over the edge. By using the same type of nodes for the edge and cloud, we minimize the effect of cloud...
speedup. Moreover, we use two regions for the edge because in real-world scenarios organizations have more than one edge cluster to aggregate the data from.

We run the four hybrid MapReduce applications on both hybrid setups and present the execution times in Figure 6. The reported values do not include loading the data into the Hadoop Distributed File System (HDFS). Including this loading time would increase the performance gap since the single edge-cloud hybrid cluster needs more time to upload and replicate the data.

The results expose balanced performance. The single hybrid MapReduce cluster is 41% and 63% slower than separate edge and cloud clusters for PI and GR, respectively. On the other hand, the single cluster is 85% and 100% faster when processing KM and WC, respectively. This is surprising, but it can be explained by the intra- and inter-cluster networking links shown in Figure 5. In the single cluster setup, there are peer-to-peer connections among all nodes, hence, the intermediate data is disseminated fast. Moreover, Hadoop tries to reduce the amount of shuffled data by running the Reduce tasks closer to data location. On the other hand, the separate cluster setup has a single link per edge cluster, with a maximum bandwidth of 11.6 MB/s. This setup can be improved by using more links between the edge and the cloud, if (i) such multiple links are available and (ii) the bandwidth increases with the number of links used. However, it is hard to achieve this in practice.

In summary, this section presents two MapReduce hybrid edge-cloud setups and analyzes their time-performance trade-offs. The results show that application characteristics and edge-cloud bandwidth have high impact on performance.

IV. RELATED WORK

We classify the related work into (i) edge computing architectures and models and (ii) generic performance analysis of MapReduce big data analytics.

A. Edge Computing Architectures and Models

With the advent of edge and fog computing, multiple architectures have been proposed [4], [15], [18], [19], [20]. For example, the survey in [15] distinguishes fog computing, multi-access edge computing and cloudlet computing. Fog computing [4], [15] is tightly coupled with the cloud and operates somewhere between edge devices and cloud servers. Multi-access edge computing or mobile edge computing (MEC) focuses on mobile edge devices, while computing services are provided by servers placed in mobile base-stations, one hop away from the devices. Cloudlet computing [15], [18] refers to the virtualization technology used at the edge, one hop away from the mobile devices. Cloudlets can work together with the cloud, being distributed at the edge based on application demands. In comparison with these architectures, our hybrid-edge cloud scenario is closer to MEC since the edge processing is done one hop away from the devices that collect data. However, our setup requires cloud connection to aggregate the data, similar to fog computing as defined in [15]. Hence, in this paper we do not distinguish between edge and fog, but we prefer to use the term edge computing.

The performance of edge and fog platforms has been analyzed using both models and measurements. Sarkar and Misra [17] model fog and cloud computing with focus on latency and energy consumption. However, their models are not validated against measurements. Loghin et al. [13] analyze the time, energy and cost performance of low-power edge devices in comparison with powerful cloud instances. Similar to their approach, we use low-power devices as representative of the edge, but we focus on analyzing hybrid edge-cloud setups rather than comparing the processing capabilities of low-power edge and high-performance cloud. Integrating decision-making in the platform, CloneCloud [5] decides when part of a mobile application can be executed on the cloud to achieve better time and energy performance. CloneCloud uses static program analysis and dynamic profiling to build a model that enables decision-making. While CloneCloud depends on dynamic measurements, our approach is more flexible since it can use estimated parameters, as discussed in Section II-D.

With MapReduce being used extensively in the cloud, some works study edge-cloud MapReduce setups [7], [13], [21]. For example, Drolia et al. [7] compare traditional cloud computing with mobile edge computing when running image processing on MapReduce. Similar to us, they show that not all applications are suitable for running at the edge, especially when using low-bandwidth wireless connections between edge nodes. On the other hand, Tang et al. [21] use MapReduce only on the cloud in a smart city architecture with four layers, namely IoT devices, edge, fog and cloud.

B. MapReduce Performance Models and Measurements

Since there are not many studies involving MapReduce at the edge, we summarize the works analyzing MapReduce on traditional self-hosted or cloud clusters. MapReduce performance has been extensively analyzed and modeled [9], [10], [11], [12], [14], [22], [23]. Herodotou et al. [9], [10] propose a detailed execution model for Hadoop which is reinforced by fine-grain profiling. However, such detailed profiling may affect application execution and, thus, the model based on the
profi led parameters overestimates the execution time. Verma et al. [23], [24] model lower and upper bounds for Hadoop execution based on lighter workload profiling. Khan et al. [11] refine this model using advanced regression techniques to achieve very low modeling errors. In contrast to these works, we do not model MapReduce execution. Instead, we use default Hadoop monitoring to determine application selectivity, and Map and Reduce execution times. Loghin et al. [12], [14] use measurements to analyze the performance of MapReduce on emerging low-power devices based on ARM processors in comparison with high-performance servers typically found in cloud clusters. However, their work does not consider hybrid edge-cloud MapReduce processing.

V. CONCLUSION

In this paper, we analyze and compare the performance of edge-only and hybrid edge-cloud processing with cloudonly processing. Given an application, we propose an analytic model based on three key parameters (i) application selectivity representing the ratio between input and output size, (ii) cloud speedup compared to edge processing and (iii) computation-to-communication ratio with respect to uploading and processing the input on the cloud. While our model can be used with parameters taken from the target system specifications or from the existing literature, higher accuracy is achieved through measurements on target edge and cloud systems.

We conducted measurements to validate our models and to further analyze the performance of edge and cloud computing. The measurements are done with seven representative MapReduce applications on two low-power edge devices and on AWS cloud. Firstly, we show that not all MapReduce applications are suitable for hybrid edge-cloud processing. For applications that are suitable for hybrid execution, we analyze two MapReduce setups consisting of both (i) separate edge and cloud clusters and (ii) a single edge-cloud cluster. Second, we reveal a complex landscape where there is no clear winner among hybrid, edge-only and cloud-only processing. Application characteristics, such as selectivity, and edge-cloud bandwidth are the key factors that affect the performance.
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