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Abstract—Once deployed on edge devices, a deep neural net-
work model should dynamically adapt to newly discovered envi-
ronments and personalize its utility for each user. The system must
be capable of continual learning, i.e., learning new information
from a temporal stream of data in situ without forgetting pre-
viously acquired knowledge. However, the prohibitive intricacies
of such a personalized continual learning framework stand at
odds with limited compute and storage on edge devices. Existing
continual learning methods rely on massive memory storage to
preserve the past data while learning from the incoming data
stream. We propose Chameleon, a hardware-friendly continual
learning framework for user-centric training with dual replay
buffers. The proposed strategy leverages the hierarchical memory
structure available on most edge devices, introducing a short-
term replay store in the on-chip memory and a long-term replay
store in the off-chip memory to acquire new information while
retaining past knowledge. Extensive experiments on two large-
scale continual learning benchmarks demonstrate the efficacy of
our proposed method, achieving better or comparable accuracy
than existing state-of-the-art techniques while reducing the mem-
ory footprint by roughly 16x. Our method achieves up to 7x
speedup and energy efficiency on edge devices such as ZCU102
FPGA, NVIDIA Jetson Nano and Google’s EdgeTPU. Our code
is available at https://github.com/ecolab-nus/Chameleon.

I. INTRODUCTION

Edge devices continuously interact with novel, unpredictable
environments. Real-world applications on edge devices such
as image recognition are driven by high variation, both in
terms of the number of observed instances per object and the
characteristics of these instances. In such circumstances, the
deployed model needs to adapt to new domains (such as under
different lighting, background, and environmental conditions,
also called domain-shift [1]) of already learned objects on the
fly, as illustrated in Figure 1. Therefore, it is imperative to
continuously learn and accustom to the dynamics of the data
distribution on-device and build user-specific models.

Fig. 1. Instances of same object under varying domains in CORe50 [2] dataset.

However, learning from such a time-varying data stream
is a non-trivial task. Conventional machine learning (ML)
algorithms perform well over fixed datasets with iterative
gradient-based methods [3]. Such methods usually loop over
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Fig. 2. Accuracy comparison of different continual learning methods with
varying memory budgets on CORe50-NI [2] scenario. (best viewed in color)

the entire dataset multiple times, assuming the data is static
and available beforehand. These multi-epoch (joint) training
methods incur very high computational and memory costs,
making them unsuitable for edge devices.

For real-time applications, edge devices should ideally learn
from a small number of data instances at a time in a single
pass. The tight memory constraints on most edge devices do
not allow the deployed model to loop over the entire dataset
for multiple epochs like traditional machine learning. Moreover,
the model should acquire knowledge from the incoming data
stream without gradually losing the past information.

Online Continual Learning (CL) (also known as lifelong
learning) [4], [5] studies the problem of learning from an on-
line non-independent and identically distributed (non-iid) data
stream while dealing with the issue of catastrophic forgetting
(CF) [6], i.e., forgetting old information in the presence of more
recent information. Replay-based CL methods [7] are the most
popular and effective at mitigating CE. They store a subset of
incoming data samples in an external buffer and periodically
train (replay) the network with these previously seen instances.

Figure 2 shows the memory requirements for various meth-
ods incrementally learning images from the CORe50 dataset
[2] for different backgrounds and lighting conditions. As can
be seen, naive single-epoch (finetuning) training becomes im-
practical in practice with ~15% accuracy. Such a method fails
to adapt to varying domains due to catastrophic forgetting.

On the other hand, memory requirements for replay-based
methods pose an additional burden on already constrained
on-chip storage available on edge devices [8]. For instance,



Google’s EdgeTPU [9] has only 8 MB of on-chip SRAM. The
state-of-the-art replay-based methods such as Experience Re-
play (ER) [10] and Dark Experience Replay (DER) [11] exhibit
dismal accuracy (< 65%) under limited memory budgets. They
perform better with increasing replay buffer sizes, but such
large memory requirements become infeasible on edge devices.

Moreover, the memory footprint of the model parameters
and activations leaves only a fraction of on-device memory
for replay. This, in turn, compels the system to store/retrieve
replay samples from the off-chip DRAM. However, the off-
chip DRAM accesses [12] are extremely power-hungry and
incur huge latency costs. Consequently, methods such as Latent
Replay [13] with slightly better accuracy under limited memory
budgets incurs up to 7x more latency and energy when deployed
on an embedded FPGA accelerator compared to our proposed
method, as discussed in Section IV-C. This naturally drives the
need for an optimal strategy to reduce the DRAM accesses and
effectively manage the replay buffer.

In this work, we propose Chameleon for low-latency,
energy-efficient continual learning to achieve two major ob-
jectives simultaneously: (i) overcoming the daunting issue of
catastrophic forgetting (ii) within the limited on-chip memory
available on embedded devices. Figure 2 shows the relative
advantage of Chameleon, achieving roughly 79.5% accuracy
with only 0.3 MB of on-chip memory outperforming other
state-of-the-art CL methods on the CORe50 dataset.

We formulate the continual learning problem on edge de-
vices from a user-centric view. Current CL approaches are
incognizant of the actual user preferences on edge devices. A
general machine learning pipeline trains a global model to be
accurate over a diverse range of classes to facilitate a wide
range of users. However, any individual user rarely accesses
all the classes at the same time, as studied by prior works [14].

We first introduce a dual-memory replay mechanism in-
corporating a short-term (ST) and a long-term (LT) buffer.
The novel replay framework allows us to take advantage
of the memory hierarchy on most hardware, comprising a
small on-chip memory with low energy cost and a large off-
chip memory with very high energy cost. To enable user-
aware model personalization, we maintain user-preferred class
instances in the on-chip memory while focusing on a holistic
snapshot of the entire class distribution in the off-chip storage.
Intuitively, to maximize the performance corresponding to user-
preferred classes, samples of user interest should be prioritized
and replayed more frequently. Hence, such instances should be
stored on-chip to be accessed regularly without affecting the
latency and energy cost.

For this purpose, we develop two sampling strategies that
carefully balance the trade-off between the uncertain and rep-
resentative instances from the incoming data stream. For the
short-term store, we introduce a sampling method based on user
affinity and uncertainty to quickly collect the most difficult-to-
learn samples, most of which belong to user-preferred classes.
Finally, for the long-term store, we propose a novel class-
prototype-based sampling scheme leveraging inter-class diver-
sity to retain the most meaningful information.

In summary, the main contributions of the work include:

We propose Chameleon, a novel, accurate, low-latency,
user-preference aware continual learning approach for
resource-constrained edge devices.

We propose dual-memory replay mechanism incorporat-
ing on-chip short-term and off-chip long-term buffer to
overcome catastrophic forgetting with limited memory.
We propose a novel user-aware sampling strategy and
a class-prototype based acquisition scheme to carefully
select the most salient samples from the incoming stream.
Extensive experiments validate the effectiveness of
Chameleon in terms of both training accuracy and hard-
ware efficiency on the CORe50 and OpenLORIS datasets.

II. RELATED WORK

There are three major continual learning techniques:
regularization techniques such as online Elastic Weight Con-
solidation (EWC++) [15] and Learning Without Forgetting
(LwF) [16] to constrain weight updates, architecture-based
techniques for dynamically growing network space, and replay-
based techniques for storing a representation of previously
learned knowledge with the new data, with a majority of them
restricted to cloud-centred training.

Replay-based (also known as rehearsal) methods offer the
most effective approach for continual learning on edge devices.
Early works such as ER [10] interleave new incoming data with
old, already seen data stored in a buffer to mitigate catastrophic
forgetting during continual learning. Gradient based Sample
Selection (GSS) [17] introduces a gradient direction based
sample selection strategy to optimally select the most relevant
replay instances. Other works such as DER [11] and PRE-
DFKD [18] leverage Knowledge Distillation [19], combining
replay with the distillation loss and achieving superior per-
formance over various other baselines. More recently, Latent
Replay [13] randomly stores feature maps from the middle
(latent) layers of the network in place of raw input images.
This helps them store more samples in the replay buffer within
the same memory budget. However, these works are agnostic of
the underlying memory hierarchy of the device, consuming up
to 50 MB or more of extra memory for replay. As discussed
before, such a large memory requirement cannot be satisfied
with limited on-chip storage on edge devices. To address this
shortcoming, building on top of Latent Replay, we introduce
dual-replay buffers, varying in two ways: capacity and access
frequency. The short-term memory is 10-15 times smaller
than the long-term memory and updated more frequently. We
allow the seamless acquisition of new information by replacing
short-term samples with new ones from the stream at every
iteration. Likewise, as the long-term samples are used to retain
cumulative information of all classes, they are updated less
frequently.

Other recent methods which do not fall under these three
techniques include SLDA [20], an online non-parametric clas-
sifier that can dynamically adapt to varying domain shifts.
However, the pseudo-inverse matrix operation in SLDA incurs
high computational costs, making it unsuitable for edge devices.






