CS2220 Introduction to Computational Biology

Assignment #1
To be submitted by 6/3/09
This assignment contributes 10% to the final course grade

The objective of this assignment is to familiarize you with a basic gene feature recognition and prediction technique. 
Data:

We work on the translation initiation site recognition problem from Pedersen & Nielsen (Proc ISMB 1997, pp 226-233). Please download the data from http://www.comp.nus.edu.sg/~wongls/courses/cs2220/2009/Assignment1.

Tool:

The WEKA machine learning package is used in this assignment. Please download and install it from http://www.cs.waikato.ac.nz/ml/weka/. Note that the default memory limit maybe too small; please set it to 500MB.
Q1 [3 marks]: Describe in pseudo codes how the positive ATG segments in the file pos.fasta are extracted from the raw data. You can also provide an actual program instead of pseudo codes. The pseudo codes or program should handle the situation where an ATG segment does not have enough up-stream or down-stream flanking nucleotides.
Q2 [3 marks]: Describe in pseudo codes how the negative ATG segments in the file neg.fasta are extracted from the raw data. You can also provide an actual program instead of pseudo codes. The pseudo codes or program should handle the situation where an ATG segment does not have enough up-stream or down-stream flanking nucleotides.
Q3 [3 marks]: Given an ATG segment in pos.fasta or neg.fasta, how do you generate a feature vector based on frequencies on up-stream in-frame 3-grams and down-stream in-frame 3-grams. Please describe using pseudo codes. You can also provide an actual program instead of pseudo codes.
Q4 [2 marks]: Refer to the Inframe_3_Gram.arff file.

· What is the count of each up-stream/down-stream in-frame 3 gram in the first sample of the file?

· Is the first sample a true translation initiation site of the file?

Q5 [3 marks]: Build a C4.5 classifier for predicting translation initiation sites using the data in Inframe_3_Gram.arff file and the WEKA package. 
· What is its 10-fold cross validation sensitivity, precision, and accuracy?

· What is the size of decision tree of the classifier?

· What does this implies?

Q6 [3 marks]: Use the “chi-square” filter in WEKA to select the 10 most discriminative features based on the Inframe_3_Gram.arff file. 

· List the features that are selected and their chi-square values.

Q7 [3 marks]: Build a SVM classifier for predicting translation initiation sites using using the data in Inframe_3_Gram.arff file and the WEKA package. The classifier should consider only the top 10 “chi-square” features in the data. Be careful that the top 10 features should be selected fresh in each fold when you are doing 10-fold cross validation.
· What is its 10-fold cross validation sensitivity, precision, and accuracy?

· Show the WEKA 10-fold cross validation workflow diagram for this classifier.

--------------------end of assignment #1--------------------






