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Replication

Transcription Translation

DNA =) RN A =y Protein

P A
-t R -
it

r . - -AAUGGUACCGAUGACCUGGAGC. . .
- - -AATGGTACCGATGACCTG. . . - - - TRLRPLLALLALWP. . .
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http://youtu.be/9kOGOY7vthk

1. Transcription
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Players In
protein
synthesis

Protein synthesis
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e Synthesize mRNA from
one strand of DNA

— An enzyme RNA
polymerase temporarily
separates double-
stranded DNA

— It begins transcription at
transcription start site

— A2 A C>C,G2G, &
T->U

— Once RNA polymerase
reaches transcription
stop site, transcription
stops

Transcription

National University
of Singapore

N US
%

 Additional “steps” for
Eukaryotes

Transcription produces
pre-mRNA that contains
both introns & exons

5’ cap & poly-A tail are
added to pre-mRNA

RNA splicing removes
Introns & MRNA Is made

MRNA are transported
out of nucleus

CS2220, AY2018/19

Copyright 2018 © Wong Limsoon


http://youtu.be/WsofH466lqk

e Synthesize protein from .
MRNA

e Each amino acid is
encoded by consecutive
seq of 3 nucleotides, °
called a codon

e The decoding table from
codon to amino acid is .
called genetic code

Translation

National University
of Singapore

N US
%

43=64 diff codons

— Codons are not 1-to-1 corr

to 20 amino acids

All organisms use the same
decoding table (except some
mitochrondrial genes)

Amino acids can be
classified into 4 groups. A
single-base change in a
codon is usu insufficient to
cause a codon to code for an
amino acid in diff group

CS2220, AY2018/19
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http://youtu.be/5bLEDd-PSTQ
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Genetic code

e Start codon
— ATG (codeforM) | © | ¢ | & | _

TTT Phe [F] | TCT Ser[S] | TAT Tyr [¥] | TGT Cye [C] | T

p| TTCPhe[F] | TCC Ser[$] | TAC Tyr [¥] | TGC Cys [C] | €

TTa Leu[L] | TCA Ser [3] | TAL Ter [end] | TGA Ter [end] | A
e Sto p CO d on 11? | TIGLeu[L] | TCG Ser [S] | TAG Ter [end] | TGG Trp [W] |G| E
r| | CTTLeu[L] | COT Pro[P] | CAT His [H] | CGT Arg[R] | T i
— TAA S| | CTCLen[L] | CCCPro[P] | CACH: [H] | CGCArg[R] |C [E
t Y CTATew[l] |CCAPro[P] | CAAGN[Q] |CGA Arg[R] |A |8
— TAG p| |CTGLew[L] |CCGPro[P] |CAGGH[Q] |CGCAr[R] |G |p
O | ATT Te [I] | ACT The[T] | AAT Aen[N] | AGT Ser[3] | T |°
— TGA : o |ATC e [ |ACCTH[T] | AAC Am[N] | AGCSer[s] |cC :
¢ || ATA Te [I] | ACA Th[T] | ASA Lys [K] | AGA Arg[R] | A It
i| | ATGMet[M] | ACC The[T] | AAG Lys [K] | AGG Arg[R] | G [i
; GTT Val[V] | GOT Ala[A] | GAT Asp [D] | GGT Gy [G] | T ;

o | GTCVA[V] | GCCAla[A] | GAC Asp[D] | GGCGly([G] | C

GTA VA [V] | GCA Ala[A] | GAA Gl [E] | GGAGKI[G] | A

GTGVal[V] | GCGAI[A] | GAG Gl [E] |GGGGYI[C] | &
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NUS
Example sy

Example of computational translation - notice the indication of (alternative) start-codons

VIRTUAL RIBOSCME

o

Translation table: Standard SGCH

»>S5eqgl
RBeading frame: 1

M ¥ L 5 A & D KE G N VvV K &4 & W 66 K V 6 G H & &

—
B =
5' ATGGTGCTGTCTGCCGLCEACAMGEGCARATCT CARGECCGCCT GEEECAAGGT TGEOGEOCACGCTGCAGAGTAT GGCGCAGAGGCCCTG 90

E R M F L 5 F P T T K T ¥ F P H F D L. 5 H G 5 & g V EKE G H G

I e L L e e e = T e e e e e e e e o
5' GAGAGGEATGTIICCTIGAGCTTCCCCACCACCARAGACCTACTTCCCCCACTTCGACCTGAGCCACGECTCCGOGCAGGTCLAAGEGECCACGETE 180

(W7}
=

T H 2 H
Ls L u| = L u|
5' GOGAAGETGGCCGCCGOGCT GACCARAGOGETGEALCACCTGEACGACCTGCCCEGETGCCCTGTICTGRAACTGAGTGACCTGCACGCTCALC 270

.................. (0 P 1 5 WA 1 O K I 1 IR 1 1 SN 1 1 SO

K L R VvV D P V N F K L L 5§ H §8 L L.V T L A 5 H L. P 5 IbD F T P
5' AAGCTGCGIGTGEACCCGETCAACTTCAAGCTTCTGAGCCACTCCCTGCTGETGACCCTGGCCTCCCACCTCCCCAGTGATTTCACCCCC 360

5 5 BN I BRI D) 5 TR

A ¥V H & 5 L. b K F L &8 N ¥V 5 T V L T 5 K ¥ R *
T g e e e e e e 7 T T T T R T LT T T T

5' GCGGTCCACGCCTCCCTGRACARAGTTCTTGECCARCGTGAGCACCETGCTGACCTCCAALTACCETTAL 429

Annotation key:

»»> 1! BTART codon (striect)

})) ¢ 5TART codon (alternative)
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Translation initiation sites
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Translation initiation site
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The ribosome reads the sequence 3 nucleotides at a time.
Each group of 3 nucleotides is a single codon.
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http://youtu.be/5bLEDd-PSTQ

ZEANUS
A sample cDNA B e

299 HSU27655.1 CAT U27655 Homo sapiens

CGTGTGTGCAGCAGCCTGCAGCTGCCCCAAGCCATGGCTGAACACTGACTCCCAGCTGTG 80
CCCAGGGCTTCAAAGACTTCTCAGCTTCGAGCATGGCTTTTGGCTGTCAGGGCAGCTGTA 160
GGAGGCAGATGAGAAGAGGGAGATGGCCTTGGAGGAAGGGAAGGGGCCTGGTGCCGAGGA 240
CCTCTCCTGGCCAGGAGCTTCCTCCAGGACAAGACCTTCCACCCAACAAGGACT CCCCT

............................................................ 80
................................ iEEEEEEEEEEEEEEEEEEEEEEEEEEE 160
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE 240

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

e What makes the second ATG the TIS?

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Approach

Training data gathering

Signal generation
— k-grams, distance, domain know-how, ...

Signal selection
— Entropy, y2, CFS, t-test, domain know-how...

Signal integration
— SVM, ANN, PCL, CART, C4.5, kNN, ...

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Training & testing data

 Vertebrate dataset of Pedersen & Nielsen [isme'97]
« 3312 sequences

13503 ATG sites

o 3312 (24.5%) are TIS

e 10191 (75.5%) are non-TIS

 Use for 3-fold x-validation expts

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Signal generation

« K-grams (ie., k consecutive letters)
-K=1,2,3,4,5, ...
— Window size vs. fixed position
— Up-stream, downstream vs. any where in window
— In-frame vs. any frame

3_

H seql
Il seq?2
Clseq3

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



of Singapore

299 HSU27655.1 CAT U27655 Homo sapiens

CGTGTGTGCAGCAGCCTGCAGCTGCCCCAAGCCATGGCTGAACACTGACTCCCAGCTGTG 80
CCCAGGGCTTCAAAGACTTCTCAGCTTCGAGCATGGCTTTTGGCTGTCAGGGCAGCTGTA 160
GGAGGCAGATGAGAAGAGGGAGATGGCCTTGGAGGAAGGGAAGGGGCCTGGTGCCGAGGA 240

CCTCTCCTGGCCAGGAGCTTCCTCCAGGACAAGACCTTCCACCCAACAAGGACTCCCCT

e Window =100 bases
e |[n-frame, downstream
—_GCT=1,TTT=1 ATG=1... Exercise: Find the in-frame

downstream ATG
 Any-frame, downstream
—GCT=3,TTT=2,ATG=2...
e In-frame, upstream
—GCT=2,TTT=0, ATG =0,

Exercise #1

CS2220, AY2018/19
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Feature generation - Summary 9z

Raw Data

aryotes; Metazoa; Chordata;

........................................................ 1EEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

e

An ATG segment — positive sample

» 286 +1_Index{56)
HHHHHHHHHHNNHNHNHHHNHHHHHHHHHHNHNNNNNHHNNHNNNC CG TCAGAGEGCCGACACTCTTCTCTGTGCGAGCGAG
CCGCCGACCGCCAAGCAAAATGGGAAATGAGGCAAGTTATCCTTTGGAAATGTGCTCACACTTTGATGCAGATGAAATTA
AAAGGCTAGGAAAGAGATTTAAGAAGCTCGATTTGGACAAT

- =

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



ZEANUS
Too many features B e

 For each value of k, there are 4k * 3 * 2 k-grams

e [fweusek=1,2,3 4,5 we have 24 + 96 + 384 +
1536 + 6144 = 8184 features!

 This is too many for most machine learning
algorithms

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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« Choose asignal w/low intra-class distance
e Choose asignal w/ high inter-class distance
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Signal selection: t-statistics 9% mmn=

The t-stats of a signal is defined as

B |1 — ol
Wot/n1) + (05/n9)
;

where g7 is the variance of that signal
in class ¢, y; 1s the mean of that signal
in class ¢, and n; is the size of class 1.

2

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



g : 1} - B NUS
Signal selection: I\/IIT-correIatlon:f;-.a;::,z:;ers-w

The MIT-correlation value of a signal
is defined as
|1 — pol
g1+ 09
where ¢; is the standard deviation of
that signal in class ¢ and u; is the mean
of that signal in class 3.

MI'T =

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



- - EINUS
Signal selection: y2 §

The X2 value of a signal is defined as:

y2_om kb (Ay— E;;)°
=1 j=1 E;

where m is the number of intervals, &k
the number of classes, A;; the number
of samples in the ith interval, jth class,
R; the number of samples in the ith in-
terval, C; the number of samples in the
jth class, N the total number of sam-
ples, and E;; the expected frequency of

Ajj (Bij = B+ Cj/N).

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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e Suppose you have a sample of 50 men and 50
women and the following weight distribution is

observed:
obs exp (obs — exp)?/exp )

HM 40 60*50/100=30 3.3 v2=16.6
P =0.00004,

HW 20 60*50/100=30 3.3 df = 1

LM 10 | 40*50/100=20 5.0 So weight and
sex are not indep

LW 30 |40*50/100=20 5.0 y

 |s weight a good attribute for distinguishing me
from women?

Exercise #3

CS2220, AY2018/19 , Lo \©vong Limsoon
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Signal selection: CFS 95 oo

e Instead of scoring individual signals, how about
scoring a group of signals as a whole?

e CFS
— Correlation-based Feature Selection

— A good group contains signals that are highly
correlated with the class, and yet uncorrelated
with each other

« What is the main challenge in implementing CFS?

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Sample k-grams selected by CFS NUS
for recognizing TIS

| eaky scannin
Kozak consensus y J

Stop codon
e Position -3

e in-frame upstream AT
e Iin-frame do
— TAA TAGT TGA;
— CTG, GAC, GAG, and GCC

‘N

Codon bhias?

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Signal integration 95 oo

« kNN

— Given a test sample, find the k training samples
that are most similar to it. Let the majority class
win

e SVM

— Given a group of training samples from two
classes, determine a separating plane that
maximises the margin of error

 Naive Bayes, ANN, C4.5, ...

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



ST EBINUS
Results: 3-fold x-validation 9%/ mm
predicted |predicted
as positive |as negative
positive | TP EN |
negative | FP TN EXxercise:

What is TP/(TP+FP)?

TP/(TP+FN) TN/(TN+FP) TP/(TP + FP) Accuracy

Naive Bayes 84.3% 86.1% 66.3% 85.7%
SVM 73.9% 93.2% 77.9% 88.5%
Neural Network  77.6% 93.2% 78.8% 89.4%
Decision Tree 74.0% 94.4% 81.1% 89.4%

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



		

		TP/(TP + FN)

		TN/(TN + FP)

		TP/(TP + FP)

		Accuracy



		Naïve Bayes

		84.3%

		86.1%

		66.3%

		85.7%



		SVM

		73.9%

		93.2%

		77.9%

		88.5%



		Neural Network

		77.6%

		93.2%

		78.8%

		89.4%



		Decision Tree

		74.0%

		94.4%

		81.1%

		89.4%
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Improvement by voting

 Apply any 3 of Naive Bayes, SVM, Neural
Network, & Decision Tree. Decide by majority

TP/(TP+FN) TN/(TN+FP) TP/(TP+FP)  Accuracy

NB+SVM+NN  79.2% 92.1% 76.5% 88.9%
NB+SVM+Tree 78.8% 92.0% 76.2% 88.8%
NB+NN+Tree 77.6% 94.5% 82.1% 90.4%
SVM+NN+Tree 75.9% 94.3% 81.2% 89.8%
Best of 4 84.3% 94.4% 81.1% 89.4%
Worst of 4 73.9% 86.1% 66.3% 85.7%

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



		

		TP/(TP + FN)

		TN/(TN + FP)

		TP/(TP + FP)

		Accuracy



		NB+SVM+NN

		79.2%

		92.1%

		76.5%

		88.9%



		NB+SVM+Tree

		78.8%

		92.0%

		76.2%

		88.8%



		NB+NN+Tree

		77.6%

		94.5%

		82.1%

		90.4%



		SVM+NN+Tree

		75.9%

		94.3%

		81.2%

		89.8%



		Best of 4

		84.3%

		94.4%

		81.1%

		89.4%



		Worst of 4

		73.9%

		86.1%

		66.3%

		85.7%
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Improvement by scanning

 Apply Naive Bayes or SVM left-to-right until first
ATG predicted as positive. That’s the TIS

 Naive Bayes & SVM models were trained using
TIS vs. Up-stream ATG

TP/(TP+FN) TN/(TN+FP) TP/(TP+FP)  Accuracy

NB 84.3% 86.1% 66.3% 85.7%
SVM 73.9% 93.2% 77.9% 88.5%
NB+Scanning 87.3% 96.1% 87.9% 93.9%
SVM+Scanning 88.5% 96.3% 88.6% 94.4%

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



		

		TP/(TP + FN)

		TN/(TN + FP)

		TP/(TP + FP)

		Accuracy



		NB

		84.3%

		86.1%

		66.3%

		85.7%



		SVM

		73.9%

		93.2%

		77.9%

		88.5%



		NB+Scanning

		87.3%

		96.1%

		87.9%

		93.9%



		SVM+Scanning

		88.5%

		96.3%

		88.6%

		94.4%
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Performance comparison 98 wmn
TP/(TP+FN) TN/(TN+FP) TP/(TP+FP)  Accuracy

NB 84.3% 86.1% 66.3% 85.7%
Decision Tree 74.0% 94.4% 81.1% 89.4%
NB+NN+Tree 77.6% 94.5% 82.1% 90.4%
SVM+Scanning 88.5% 96.3% 88.6% 94.4%*
Pedersen&Nielsen  78% 87% - 85%
Zien 69.9% 94.1% - 88.1%
Hatzigeorgiou - - - 94%*

* result not directly comparable

CS2220, AY2018/19
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		TP/(TP + FN)
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		94.1%
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Technique comparison B iz

« Pedersen&Nielsen [IsSmMB’'97] « Qur approach

— Neural network — Explicit feature
— No explicit features generation
— Explicit feature selection
e Zien [Bioinformatics’00] — Use any machine

learning method w/o any
form of complicated
tuning

— Scanning rule is optional

— SVM+kernel engineering
— No explicit features

 Hatzigeorgiou
[Bioinformatics’02]

— Multiple neural networks
— Scanning rule
— No explicit features

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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MRNA—protein B e

|
>

G How about using k-grams
c Codon 1 _
u_| T from the translation?
A
C Codon 2
G_ E |First |U c A = |Last
G . |T_T |Phe E |Ser c |Tyr \V4 |Cys C |T_T
g Codon 3 |Phe ' |Ser = |Tyr ' |Cys ~ |C
c = L |Leu |Ser |St-:-11 (Cchre) |St-:-11 (TTnber) |A
] Codon 4 | |Leu ISer IStnp CAmber) ITrp W IG
u_| R C Leu Pro D |His H |42 R U
¢ | Leu | Pro |I—Iis |.A.rg | C
G Codon 5
a Lew  |Pro =" 0 g A
AT S Leu  [Pro = " |arg G
G Codon 6 |A |Ile |Thr T |Asn I\I |Ser |U
E= Sto |Ile |Thr ' |Asn o Ser |C
A Codon 7 e |Thr Lys K | airg A
G_| |Met M | Thr Lys g =
RNA ¢ |va \/ | Ala A|Asp D = G u
Val | Ala e = c
Ribonucleic acid Val  |Ala |G E |oy A
Val | Ala = |Gty G

Exercise: List the first 10 amino
acid in our example sequence

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Amino-acid features

False TIS False TIS
(upstream) True TIS (downstream)

v v ;

cDNA
sequence

sequence window generation

______ GGACGG (False) ACTGOC. ... GR (False) TA ..
N — N — S S
Gbps Gbps 33aa 33aa

a (false) TIS window . coding | amino acid sequence

______ CTCGAT (True)GCACCT... o LD(True) AP
[ — e —
Qbps O 0bps 33aa 33aa
a (true) TIS window amino acid sequence
: :

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



Amino-acid
features

EBINUS
National University
of Singapore

New feature space (total of 927 features + class label)

42 l-gram amino 882 2-gram amino 3 bio-know- class
acid patterns acid patterns ledge patterns label

UP-A, UP-E, UP-AA, UP-AR, ..., DOWN4-G True,

v P-N, DOWN- UP-NN, DOWN-AA, UP3-Aor(, False

A, DOWN-R, ..., DOWN-AR, ..., UP-ATG

DOWN-N DOWN-NN (boolean type,

(numeric type) (numeric type) Y or N)

Frequency as values

1,3,5,0,4, ..

6,3,7.9,0,...

6,2, 7,05, ...

2,0,3,10,0,...

N, N, N, False
Y. Y, Y, True

Copyright 2018 © Wong Limsoon
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Amino acid K-grams US
discovered by entropy

Kozak consensus Leaky scanning
Aﬂ% -3 / Sigpesden
e In-frame upstrean/q
* In-frame
— TAA, TAG, TGA,
- CTG,.GAG. GAG, and GQC
( n bias
-
v L

Fold UP- DOWN- UP3- DOWN- DOWN- UP- DOWN- DOWN- DOWN- UP-
ATG  STOP  AorG A r A D E G
1 1 2 4 3 6 3 8 9 7 10
2 1 2 3 4 5 6 [ 8 9 10
3 1 2 3 4 5 6 8 9 7 10

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



L EBINUS
Independent validation sets ¥/ uzmz

 A. Hatzigeorgiou:
— 480 fully sequenced human cDNAs

— 188 left after eliminating sequences similar to
training set (Pedersen & Nielsen’s)

— 3.42% of ATGs are TIS

e Qur own:

— Well-characterized human gene sequences from
chromosome X (565 TIS) and chromosome 21
(180 TIS)

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Validation results, on Hatzigeorgio¥ NUS

Algorithm Sensttivity  Specificity  Precision  Accuracy
SVMs(linear) 06.28%  89.15%  2531%  89.42%
SVMs(quad) 04.14%  90.13%  26.70%  90.28%
Ensemble Trees  92.02%  92.71%  32.52%  92.68%

W TR e " Fa T T I T Fa T T o B B sl T L T T W T

— Using top 100 features selected by entropy and
trained on Pedersen & Nielsen’s dataset

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Validation results, on Chr X & 21 NUS

Our 1 | M
method

L g :
=
2 06| \ i
2 ____ATGpr
o 04 K -
w
0.2 —
0 & | | | |
0 0.2 0.4 0.6 0.8 1

1-specificity

e Using top 100 features selected by entropy and
trained on Pedersen & Nielsen’s

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



About the inventor: Huiging Liu NUS

 Huiqging Liu
— PhD, NUS, 2004
— Currently PI at Incyte

— Asian Innovation
Gold Award 2003

— New Jersey Cancer
Research Award for
Scientific Excellence
2008

— Gallo Prize 2008
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Recognition of
Transcription Start Sites
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Transcription start site
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E nucleotides break free from the DNA,
d the DNA folds back info a double heli
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CS2220, AY2018/19 Copyright 2018 © Wong Limsoon


http://youtu.be/WsofH466lqk

4

Structure of Dragon Promoter Finc NUS

SUPPLIED SELECTED BY OUTPUT
BY USER LUSER
1 H 1 I L
DA ACCURACY
sequence RANGE

MODEL
SELECTOR

MODEL_1
DATA-
WINDOW
//' ——— [ ::) | PREDICTION

200 t +50 SELECTOR MODEL 4
- 0] -
window size | StoNG
WINDOW Model selected based

on desired sensitivity

3
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Each model has two submodels NUS
SUPPLIED based on GC content CrmoT

of Singapore

BY USER
b i I 1
DNA GC-rich submodel
sequence \

X
SUBMODEL_A

SLIDING
DATA-
WINDOW

SUBMODEL_B _ #C+H#G
— (C+G) = Window Size

Exercise: Why are the J
submodels based on ~ GC-poor submodel

GC content?

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Data analysis within submodel| 9% sz

OMA SEGLIEMCE
=LUPPLIED
BY LISER

EASIC PREDICTOR MODEL

content of

a sliding
data-

wyl 1 oy

PREDICTOR
QUTPUT
ﬁ Fromoter Sensar
@)
\ P
data
P"} Exon Sensor)\ | pre-processing  —e FPREDICTION
and AMMN

\

| ]
— Intron Sensar

K-gram (k = 5) positional weight matrix

CS2220, AY2018/19
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. =BAINUS
Promoter, exon, intron sensors ¥ mw=

e These sensors are positional weight matrices of
k-grams, k =5 (aka pentamers)

« They are calculated as below using promoter,

exon, intron data respectively Pentamer af i

Window size A . position in input
i - (e i
2.5 ® 1. Sy WP = pj
=l I L
G_ L—-I' N0 p},’|"®-f}’f—< . ?
. e ]
D maxf;; 0,1t p; # P,{
AR L
=1/ jth pentamer at
Frequency of jth ] P

it position in

pentamer at ith position training window

In training window
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 Given 3 DNA seq of length 10:
— Seq, = ACCGAGTTCT
— Seq, = AGTGTACCTG
— Seq; = AGTTCGTATG

e Then
1-mer posl pos2 pos3 pos4 pos5 pos6 pos7 pos8 pos9 pos10
A 3/3 |0/3 |0/3
C 0/3 |1/3 |1/3
G 0/3 |2/3 |0/3
T |03 |03 |23 [N

CS2220, AY2018/19

Exercise #5
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 Given 3 DNA seq of length 10:
— Seq, = ACCGAGTTCT
— Seq, = AGTGTACCTG
— Seq; = AGTTCGTATG

Then

2-mer posl pos2 pos3 pos4 pos5S pos6 pos7 pos8 pos9

AA |0/3 |0/3 |0/3

AC |[1/3 |0/3 |0/3 v orci - Eill in the ract of th tahle |

TT |03 |03 |13 113 "L

CS2220, AY2018/19

Exercise #6
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Data preprocessing & ANN

Tuning parameters Simple feedforward ANN

trained by the Bayesian
Qarisation method

Tuned
threshold

Spr = SG!(O’E — O-I' U,y bg,f ):.

S

where the function saf is defined by |

(a, if X >da S|
sat(x,a,b)y=<x, if b<x<a. X _ aX
b, if b>x tanh(X) = e 1 e

9
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Accuracy comparison

Accuracy of Dragon Promoter Finder Wer. 1.2 & 1.3

— DPFwvi2

— DPFwi3
FMPE2.1 {0.09)
MHHPEZ.1 {0.8)
Promoterinspectar [
Fromotsr2. 0

mde

100 = TRATR+FN)
&

with C+G submodels

.
i ; -l
et} -
nmn L LR R L, T L L L B LI - ST DT T TR T . ie mmmeas amns s mewE
ah * 1 . ;
H E i
. : S : k
i C ok ; ; B i ; :
L} 1] - -
- ! 3 H i

L . without C+G submodels

Sensitivity in %

L1 10 20 a0 11 a0 B0 o &0 a0 100
Positive predictive value ppy in % = 100 =« TRNTP+FF)
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Training data criteria & preparatio s US

« Contain both positive and e TSS taken from

negative sequences — 793 vertebrate promoters
from EPD
o Sufficient diversity, — -200to +50 bp of TSS

resembling different
transcription start

) e non-TSS taken from
mechanisms

— GenBank,
— 800 exons

o Sufficient diversity, 4000 introns

resembling different non-

promoters — 250 bp,
— non-overlapping,
« Sanitized as much as — <50% identities
possible

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon
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Tuning data preparation

e To tune adjustable system e TSS taken from

parameters in Dragon, we — 20 full-length gene seqgs
need a separate tuning with known TSS
data set

— -200 to +50 bp of TSS
— no overlap with EPD

e Non-TSS taken from
— 1600 human 3'UTR seqs
— 500 human exons
— 500 human introns
— 250 bp
— no overlap

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



Testing data criteria & preparatlo wz;:

« Seqs should be from the
training or evaluation of
other systems (no bias!)

e Segs should be disjoint
from training and tuning
data sets

« Seqs should have TSS

« Seqs should be cleaned to
remove redundancy, <50%
identities

53
NUS

159 TSS from 147 human
and human virus seqs

cummulative length of
more than 1.15Mbp

Taken from GENESCAN,
Geneld, Genie, etc.

CS2220, AY2018/19
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About the inventor: Vlad Bajic US

e Vladimir B. Bajic

— Principal Scientist,
I°’R, 2001-2006

— Currently Director &
Professor,
Computational
Bioscience Research
Center, KAUST
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Recognition of
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- . EENUS
Eukaryotic pre-mRNA processing® s

CXO0Il

pre-mRNA -
5UTR

Capping / splicing l\q-

Cleavage

Polyadenylation

mature mRNA @ |

TERgIINATOR

Image credit: www.polya.org
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http://www.polya.org/
http://youtu.be/DoSRu15VtdM

Polyadenylation in eukaryotes NUS

 Addition of poly(A) tail <« Poly(A) tail is impt for

to RNA nuclear export,
— Begins as translation & stability
transcription finishes of MRNA

— 3’-most segment of
newly-made RNAis ¢ Tail is shortened over
cleaved off time. When short

— Poly(A) tail is then enough, the mRNA is
synthesized at 3' end degraded

The structure of a typical human protein coding mRNA including the untranslated regions (UTRs)

Cap |5' UTR Coding sequence (CDS) 3'UTR F':l':'"ﬁ'fi‘ﬁ‘
Start Stop al
3!

5
Source: Wikipedia
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http://upload.wikimedia.org/wikipedia/commons/b/ba/MRNA_structure.svg

5
Poly-A signals in human (cautheret et al. 20 NUS

National University
of Singapore

Tabde Z. BMost Significant Hexamers n 3° Fragments: Clustered Hexcamers

Db served o Positicn
Hex amer [expected)™ sites pE average = 50D Locatiom™
—1
—45 35 _ o515 _g
500 ]
AATTARDD 3286 (317 58.7 i) —1&6 = 4.7 o E o ‘ 2
150 [ - - T o
AUTUARD E43 (112) 14 .9 i) —17 = 5.3 o ,‘, .
ACSUAA D 156 (32 2.7 & = 10— =7 —1&8 = 5.9 0 1
30 T ]
TATTAAD 180 (52 2.z 4 = JO—4s —18 = 7.2 ok - “
10 7 ]
CATTA R D FE (22 1.2 1 = 10— —17 = 5.9 o ~ .‘
1m0 F T~ T T T 7 T
GAUAAD F2 (21 1.3 2 = 10" —18 = 6.9 R R '
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Poly-A signals in Arabidopsis NUS

National University
of Singapore

Tabde Z. BMost Significant Hexamers n 3° Fragments: Clustered Hexcamers

Db served o Positicn
Hex amer [expected)™ sites pE average = 50D Locatiom™
—45 35 _ o515 _g
500 ]
AATTARDD 3286 (317 58.7 i) —1&6 = 4.7 o E_,. o ‘ 2
150 [ - T o ]
AUTUARD E43 (112) 14 .9 i) —17 = 5.3 o ,‘, .
ap [
ACSUAA D 156 (32 2.7 & = 10— =7 —1&8 = 5.9 0 a ,‘ & Tl
30 T ]
TATTAAD 180 (52 2.z 4 = JO—4s —18 = 7.2 ok - “
10 7 ]
CATTA R D FE (22 1.2 1 = 10— —17 = 5.9 o ~ .‘
1w T T T T
GAUARARA 72 -

AAUAUA s In contrast to human PAS INArabis A&

ARUDACA  »  hjghly degenerate. E.g., only 1090 of -aslh._

ARAUAGA 43 ) kb |
e o Arab PAS i1s AAUAAA! D
ACUOARD 26 (117 0.5 1 = 10— —17 = 8.1 13 I o ,_ .. ]

10 |- i
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Approach on Arab PAS sites (l) NUS

| TestData | wmmm | Ciassiation Hodel |

Prediction scores at every 10bp interval

-

'—I—
— [T
==, s2, s3, s4, =5, =6, s7, 58, s9=

Cascade Classifier {(SWO2)

{(+ve) if score = threshold
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Approach on Arab PAS sites (II)u;:

« Data collection

— #1 from Hao Han, 811
+ve seq (-200/+200)

— #2 from Hao Han, 9742
—ve se( (-200/+200)

— #3 from Qingshun L,
6209 (+ve) seq (-300/+100)

1581 (-ve) intron (-300/+100)

1501 (-ve) coding (-
300/+100)

864 (-ve) 5'utr (-300/+100)

CS2220, AY2018/19

 Feature generation

— 3-grams, compositional
features (4U/1N. G/U*7,
etc)

— Freq of features above in
3 diff windows: (-110/+5),
(-35/+15), (-50/+30)

e [Feature selection
— XZ

 Feature integration &
Cascade

— SVM

Copyright 2018 © Wong Limsoon
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Score profile relative to candidate s¥8gzz==
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		-120		0.4714236238		0.5461436581						(-50):		286		TP rate:		0.1399902105		Ave Score:		0.1987161453

		-110		0.4916562928		0.5998580916						(-40):		255		TP rate:		0.1248164464		Ave Score:		0.180971105

		-100		0.4963554449		0.6464197881						(-30):		178		TP rate:		0.0871267744		Ave Score:		0.1520355791

		-90		0.4840897211		0.6915311099						(-20):		116		TP rate:		0.0567792462		Ave Score:		0.1251053349

		-80		0.4557980364		0.7323128486						(-10):		85		TP rate:		0.0416054821		Ave Score:		0.0995539834

		-70		0.4133432204		0.7678630246						(0):		56		TP rate:		0.0274106706		Ave Score:		0.0841215729
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		-10		0.0995539834		0.7191661228						(-50):		1287		TP rate:		0.6299559471		Ave Score:		0.5935931283

		0		0.0841215729		0.7341046405						(-40):		1394		TP rate:		0.682329907		Ave Score:		0.6352717497

		10		0.0771378418		0.724595019						(-30):		1469		TP rate:		0.7190406265		Ave Score:		0.6659848396

		20		0.0755402985		0.7133387769						(-20):		1555		TP rate:		0.7611355849		Ave Score:		0.7003805869

		30		0.0775220499		0.6746997386						(-10):		1616		TP rate:		0.7909936368		Ave Score:		0.7191661228

		40		0.0918104014		0.6415473457						(0):		1658		TP rate:		0.8115516397		Ave Score:		0.7341046405

		50		0.1040869579		0.6268976059						(10):		1628		TP rate:		0.7968673519		Ave Score:		0.724595019

												(20):		1586		TP rate:		0.776309349		Ave Score:		0.7133387769

												(30):		1507		TP rate:		0.7376407244		Ave Score:		0.6746997386

												(40):		1403		TP rate:		0.6867351933		Ave Score:		0.6415473457

												(50):		1367		TP rate:		0.669114048		Ave Score:		0.6268976059
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Sheet2

		(+/-5)		0.1155163975		236		0.3410404624

		(+/-10)		0.3108174254		635		0.5820348304
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		(+/-40)		0.7640724425		1561		0.7739216658

		(+/-50)		0.9554576603		1952		0.8106312292
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Sheet3

		(+/-5)		1658		0.784295175

		(+/-10)		1802		0.7980513729
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Validation results

National University
of Singapore

N US
%

sN_0 SO 1 SO 2 PASS 1.0

Control Al &BFP | Threshold | B & 5F | Threshold | 5 & SF | Threshold

SELENCES

CDa P0% 0.26 94% 0.24 9 5% 3.7

SUTR 9% 0.42 85% 0.4% T58% 5.5

Intron 4% 0.52% 1% 0.67 B3% 6.3
Tahle 2 Equal-error-rate points of BMO1, BMOZ, and PASS 1.0 for 3H 10

SN_10 SKO 1 SO 2 PASS 1.0

Control S &3P | Threshold | B & 5F | Threshold | 3H & 3P | Threshold

S EUETICES

CDa B4% 0.36 DA% 0.31 DE% 4

SUTER £6% 0.53 £9% 0.6 &1% 5.7

Intron T3% 0.65 TT% 0.77 6 7% f.6
Tahle 3 Equal-error-rate points of BMO1, BMOZ, and PASS 1.0 for 3H_30.

s 30 SO 1 ARO 2 PASS 1.0

Control ol & BF | Threshold | B & 5P | Threshold | 5 & 5P | Threshold

SEUETICES

CDa B7% 0.44 Q7% 0.37 B7% 4.3

SUTR P0% 0.62 92% 0.67 24% 6.2

Intron T9% 0.75 5 3% 0.51 2% f.5
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About the inventor: Koh Chuan Ho NUS

e Koh Chuan Hock

— BComp (CB), NUS,
2008

— PhD, NUS, 2012

— Currently Data
Scientist at Indeed
Inc, Japan
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Concluding remarks...




EBINUS
What have we learned? 9 mmns

 Gene feature recognition applications
— TIS, TSS, PAS

 General methodology

— “Feature generation, feature selection, feature
Integration”

 Important tactics
— Multiple models to optimize overall performance
— Feature transformation (DNA - amino acid)
— Classifier cascades

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



Any question?
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from slides given to me by Koh Chuan Hock

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



” BANUS
References (TIS recognition) 98 =

A. G. Pedersen, H. Nielsen, “Neural network prediction of
translation initiation sites in eukaryotes”, ISMB 5:226--233, 1997

 A.Zien et al., “Engineering support vector machine kernels that
recognize translation initiation sites”, Bioinformatics 16:799--
807, 2000

 A. G. Hatzigeorgiou, “Translation initiation start prediction in
human cDNAs with high accuracy”, Bioinformatics 18:343--350,
2002

 J.Lietal., “Techniques for Recognition of Translation Initiation
Sites”, The Practical Bioinformatician, Chapter 4, pages 71—90,
2004

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



» BANUS
References (TSS recognition) 9%z

 V.B.Bajic et al., “Computer model for recognition of functional
transcription start sites in RNA polymerase Il promoters of
vertebrates”, J. Mol. Graph. & Mod. 21:323--332, 2003

 J.W.Fickett, A.G.Hatzigeorgiou, “Eukaryotic promoter
recognition”, Gen. Res. 7:861--878, 1997

 M.Scherf et al., “Highly specific localisation of promoter regions
In large genome sequences by Promoterinspector’, JIMB
297:599--606, 2000

V. B. Bajic and A. Chong. “Tuning the Dragon Promoter Finder
System for Human Promoter Recognition”, The Practical
Bioinformatician, Chapter 7, pages 157—165, 2004

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



References (PAS recognition) NUS

Q. Li et al., “ Compilation of mMRNA polyadenylation signals in
Arabidopsis revealed a new signal element and potential
secondary structures”. Plant Physiology, 138:1457-1468, 2005

 J. E. Tabaska, M. Q. Zhang, “Detection of polyadenylation
signals in human DNA sequences”. Gene, 231.:77-86, 1999

« M. Legendre, D. Gautheret, “Sequence determinants in human
polyadenylation site selection”. BMC Genomics, 4:7, 2003

 B. Tian et al., “Prediction of mRNA polyadenylation sites by
support vector machine”. Bioinformatics, 22:2320-2325, 2006

« C. H. Koh, L. Wong. “Recognition of Polyadenylation Sites from
Arab|d0p3|s Genomic Sequences”. Proc. GIW 2007, pages 73--
82

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



. EBNUS
References (Feature selection) 98 sz

« M. A. Hall, “Correlation-based feature selection machine
learning”, PhD thesis, Dept of Comp. Sci., Univ. of Walikato,
New Zealand, 1998

 U. M. Fayyad, K. B. Irani, “Multi-interval discretization of
continuous-valued attributes”, IJCAI 13:1022-1027, 1993

e H. Liu, R. Sentiono, “Chi2: Feature selection and discretization
of numeric attributes”, IEEE Intl. Conf. Tools with Artificial
Intelligence 7:338--391, 1995

CS2220, AY2018/19 Copyright 2018 © Wong Limsoon



	CS2220: Introduction to Computational Biology�Unit 2: Gene Feature Recognition
	Plan
	Some relevant biology
	Central dogma
	Players in protein synthesis
	Transcription
	Translation
	Genetic code
	Example
	Translation initiation sites
	Translation initiation site
	A sample cDNA
	Approach 
	Training & testing data 
	Signal generation
	Signal generation: Example
	Feature generation - Summary
	Too many features
	Signal selection: Basic idea
	Signal selection: t-statistics
	Signal selection: “MIT-correlation”
	Signal selection: 2
	Example
	Signal selection: CFS
	Distributions of two 3-grams
	Sample k-grams selected by CFS� for recognizing TIS
	Signal integration
	Results: 3-fold x-validation
	Improvement by voting
	Improvement by scanning
	Performance comparison
	Technique comparison
	mRNAprotein
	Amino-acid features
	Amino-acid features
	Amino acid K-grams �discovered by entropy 
	Independent validation sets
	Validation results, on Hatzigeorgiou’s
	Validation results, on Chr X & 21
	About the inventor: Huiqing Liu
	Recognition of �Transcription Start Sites
	Transcription start site
	Structure of Dragon Promoter Finder
	Each model has two submodels �based on GC content
	Data analysis within submodel
	Promoter, exon, intron sensors
	Just to make sure you know what I mean …
	Just to make sure you know what I mean …
	Data preprocessing & ANN
	Accuracy comparison
	Training data criteria & preparation
	Tuning data preparation
	Testing data criteria & preparation
	About the inventor: Vlad Bajic
	Recognition of �Poly-A signal sites
	Eukaryotic pre-mRNA processing
	Polyadenylation in eukaryotes
	Poly-A signals in human (Gautheret et al., 2000)
	Poly-A signals in Arabidopsis
	Approach on Arab PAS sites (I)
	Approach on Arab PAS sites (II)
	Score profile relative to candidate sites
	Validation results
	About the inventor: Koh Chuan Hock
	Concluding remarks…
	What have we learned?
	Any question?
	Acknowledgements
	References (TIS recognition)
	References (TSS recognition)
	References (PAS recognition)
	References (Feature selection)

