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GRNs macro-view

Gene regulatory networks, Courtesy of Genomes to Life Program of U.S. Department of 
Energy, http://www.doegenomestolife.org. 
Input signals are from both intra-cellular and inter-cellular sources. The upper dashed arrow is the 
signaling responses, which may act directly on cell behaviors and structures. The solid and the 
dashed arrows at the bottom are direct and indirect feedbacks respectively. 
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GRN for Arabidopsis thaliana
flower morphogenesis

Generalized logical 
model of flower 
morphogenesis,

Courtesy of Mendoza 
et al. 1999
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Experimental data supporting the GRN of 
Arabidopsis thaliana flower morphogenesis

Table Courtesy of Mendoza et al. 1999
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Reverse engineering?
By mapping the output of each gene to the inputs 
of other genes, it is possible to reverse engineer 
developmental circuits and even whole networks.
Meredith L. Howard and Eric H. Davidson.Development 271:109–118. 

2004

If the expression of gene A is regulated by proteins 
B and C, then A’s expression level is a function of 
the joint activity levels of B and C.

Nir Friedman.SCIENCE 303:799-805.2004
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Information theory 
foundation of our approach



7/21/2004 Zheng Yun, BIRC, SCE, NTU 8

Models under consideration

Boolean networks: (Liang, Fuhrman. & Somogyi
1998), (Akutsu, Miyano & Kuhara 1999), 
(Wuensche 1998), etc.
Generalized Logical Formalism (GLF): (Sanchez 
& Thieffy 2001), (Thomas & d'Ari 1990), 
(Thomas, Thieffry & Kaufman 1995), etc.
Partial Linear Differential Equations (PLDE): 
(Mendoza, et al. 1999.), (Mestl et al. 1995), (de 
Jong et al. 2002), etc.
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Reverse engineering approach

A B C D A’ B’ C’ D’

0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 1 0 0 1 0 0

0 0 1 1 0 1 1 1

0 1 0 0 1 0 0 0

0 1 0 1 1 0 1 0

0 1 1 0 1 1 1 0

0 1 1 1 1 1 1 1

1 0 0 1 0 1 0 0

1 0 1 0 0 1 0 0

1 0 1 1 0 1 1 1

1 1 0 0 1 1 0 1

Gene expression data

State-transition pairs

GRNs
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How much data

We generalize Theorem by Akutsu 1998 to meet the 
multilevel datasets.
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The DFL algorithm

Search methods:

REVEAL(Liang et al.
1998): dashed line

DFL: solid line
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Experiments for time 
complexity

k = 3, c = 3 n = 20, c = 3
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Sensitivity



7/21/2004 Zheng Yun, BIRC, SCE, NTU 14

Experiments for sensitivity
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Reconstruct GLF Model
A simple example of GLF from 
(Thieffry and Thomas 1998).

DFL
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Experiments on yeast cycle-
cycle gene expression profiles

Cell-cycle expression profiles, 
from Cho et al. 1998, cover 
approximately two full cell 
cycles.

DFL
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Literature Evidences
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The ε-Function method
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A comparison with K2 for 
learning Bayesian networks
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Accuracy and precision
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The comparison of prediction 
performances
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Conclusion
The DFL algorithm is more efficient than 
current algorithms for reconstructing 
qualitative models of GRNs without loss of 
prediction performances.
The ε-Function method is a good supplement 
to the DFL algorithm.
The DFL algorithm identifies biologically 
meaningful GRN models from a limit gene 
expression profile.
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Questions and suggestions

Thanks for your interests!
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