Clinical prediction models are widely used to predict adverse outcomes in patients, and are often employed to guide clinical decision making. Clinical data typically consist of patients who received different treatments. Many prediction modelling studies fail to account for differences in patient treatment appropriately, which results in the development of prediction models that show poor accuracy and generalizability. In this manuscript, we list the most common methods used to handle patient treatments and discuss certain caveats associated with each method. We believe that proper handling of differences in patient treatment is crucial for the development of accurate and generalizable models. As different treatment strategies are employed for different diseases, the best approach to properly handle differences in patient treatment is specific to each individual situation. We use the Ma-Spore acute lymphoblastic leukemia data set as a case study to demonstrate the complexities associated with differences in patient treatment, and offer suggestions on incorporating treatment information during evaluation of prediction models. In clinical data, patients are typically treated on a case by case basis, with unique cases occurring more frequently than expected. Hence, there are many subtleties to consider during the analysis and evaluation of clinical prediction models.

Keywords: Clinical prediction model; Treatment; Risk prediction.

1. Introduction

Clinical prediction models are used for estimating the absolute risk of clinically important outcomes in patients. Prediction models can be employed to support clinical decision making, with estimated risks of clinically poor outcomes being used to guide treatment initiation in individuals. Examples of real-world applications include the Framingham risk score in cardiovascular disease (CVD) and Apgar score for the prognosis of newborns.\textsuperscript{1,2}
Clinical data used in the development and validation of prediction models often consist of patients that underwent different treatment interventions. If treatment effects are not handled properly during the development of prediction models, the accuracy and generalizability of the models would be negatively affected.\textsuperscript{3,4} This can be illustrated by a famous example presented by Caruana \textit{et al.},\textsuperscript{5} where a machine learning model predicts that patients with a history of asthma have a lower risk of dying from pneumonia. Failure to account for the fact that asthmatic patients were admitted to the intensive care unit (ICU) and received treatment that lowered their mortality risk resulted in the model learning that asthma is associated with lower risk. Deploying the model in a population where asthmatics are not admitted to the ICU would prove disastrous, as these patients would be predicted as low risk when they in fact require special treatment.

Despite the need to properly account for patient treatments, few prediction modelling studies report patient treatments in sufficient detail. Surveys on prediction modelling studies in CVD highlighted that a significant portion of studies do not mention treatment use, and that most studies fail to mention treatment initiated after the time of prediction.\textsuperscript{6,7}

Treatment strategies developed for diseases are highly specific and usually involve a combination of different treatments that may include both medical and non-medical interventions. In addition to treatment strategies differing between diseases, treatment strategies for the same disease evolve over time as well. In general, treatments differ in whether they are initiated prior to prediction (baseline treatment) or after the time of prediction (treatment drop-in). In complex cases, intensity levels of treatment are altered throughout the course of treatment.

As the treatment for each disease varies greatly, there is no one-size-fits-all approach in handling treatment effects during the development or validation of prediction models; the appropriate approach often depends on each individual situation. As a result, there are many subtleties to consider when accounting for treatment effects during the development or validation of prediction models in different settings.

In this manuscript, we introduce common methods that are used to handle treatments during the development of prediction models, and discuss issues associated with these methods. When treatment strategies are the same in the development and deployment cohorts, ignoring treatment may be a viable approach. However, when treatment strategies are different between cohorts, patient treatments should be accounted for. We illustrate the benefits of incorporating treatment information during the validation of prediction models through a case study of the Ma-Spore ALL data set. We suggest a scoring scheme that incorporates patient treatment information to assess whether treatment intensity predictions are correct, and present a way to visualize results from the scoring scheme that facilitates analysis of model predictions. We encourage examining individual cases in detail during the analysis and evaluation of clinical prediction models in order to properly account for the heterogeneities in clinical data.
2. Handling treatments: Common methods

Clinical prediction models are frequently employed to facilitate treatment initiation decisions, which requires estimating the risk of adverse outcomes in the absence of treatment. As clinical data often consists of a mix of treated and untreated patients, it is essential to properly account for patient treatments when developing a model to support treatment initiation decisions. The most common methods used to handle treatments include ignoring treatment, restricting analysis to untreated patients, including treatment together with the adverse outcome as a composite outcome, modelling treatment, and hypothetical prediction. However, modelling treatments will only work if knowledge of treatment use is known at the time of prediction (i.e. will not work for treatment drop-ins).

2.1. Ignoring treatment

Many prediction modelling studies choose to ignore the fact that treated patients are present in the data being used to develop the models. If the treatment was effective in reducing risk of adverse outcome in patients, treated patients would have a lower chance of suffering from the adverse outcome. Not accounting for treated patients in the data used to train the model would result in a model that underestimates risk when deployed on untreated patients. The effectiveness of treatment and proportion of treated patients in the data would determine the extent to which the developed models would under-estimate risk.

Ignoring treatment also leads to a “treatment paradox”. Suppose a model predicts patients as high risk due to a specific predictor, and treatment is given to patients predicted as high risk. If the treatment is effective and lowers the patients’ probability of having an adverse outcome, the predictor-outcome association would be attenuated. If the data is used to develop a model without accounting for treatment, the model would learn that the predictor is now associated with low risk instead, contradicting the original prediction.

2.2. Restricting analysis

Another commonly used method is to restrict analysis to untreated patients only. This method is susceptible to selection bias, as often patients deemed to be low risk are excluded from treatments. Developing models using data consisting only of untreated patients with a lower probability of the outcome might lead to an under-estimation of risk when the model is validated on the full range of patients with different levels of risk.

2.3. Composite outcome

A method that can be used to handle treatment drop-ins is to combine the treatment together with the original outcome as a composite outcome. Essentially, we are
estimating the risk of occurrence of the outcome or administration of treatment in a patient. One of the cases better suited for this method is when treatment most likely prevented the occurrence of the outcome (e.g. patients would most probably suffer from myocardial infarction if they did not undergo surgery).

2.4. Modelling treatment
Baseline treatments received by patients can be accounted for by explicitly including treatment as a predictor in the prediction model. However, as information about treatment drop-ins are unavailable at the time of prediction, this method does not apply to them.

2.5. Hypothetical prediction
The hypothetical prediction method accounts for treatments by performing a counterfactual prediction - predicting risk in a hypothetical world where treated patients are not given treatment instead. Causal inference methods, such as marginal structural models and g-formulas, are used in the estimation of hypothetical untreated risk. However, the validity of these estimates are conditioned on three key assumptions: exchangeability of treated and untreated patients given measured founders, positivity (having a non-zero number of treated and untreated patients for all covariate patterns) and consistency, where a patient’s hypothetical risk is equal to her observed risk in the real world. These assumptions are often unverifiable empirically in observational studies, where treatment is not randomized. In addition, it is challenging to account for differences between interventional and conditional distributions, to identify all potential confounders and colliders, and to avoid model misspecification.

3. Estimands
Accounting for treatment using different methods during the development of prediction models results in different models with subtly different estimands. Ignoring treatment effectively results in a model that estimates a patient’s risk of the adverse outcome, given that patients are treated according to the current treatment strategy. Deployment of the model in a population with the same treatment strategy would yield legitimate predictions, as similar associations between predictors, treatment and outcome exist. If the deployed model predicted a good outcome for a patient, the patient should continue on the same treatment strategy; however, if the model predicted a poor outcome, the patient would do better not to follow the same treatment strategy. In cases where the deployment population does not have the same treatment strategy, it is best to account for treatment in order to avoid inaccurate predictions.
4. Case study: Ma-Spore acute lymphoblastic leukemia data set

Different diseases require different treatment strategies, each with their own set of issues and complexities. Treatment strategies should be reported in detail so that necessary actions can be taken to account for them during both the development and validation of prediction models. We use data from the Ma-Spore acute lymphoblastic leukemia (ALL) 2003 and 2010 studies\textsuperscript{13,14} as a case study to demonstrate some of the issues and complexities related to treatment, and offer suggestions on how to deal with them in a nuanced manner.

Patients in the Ma-Spore ALL data set underwent risk-adapted chemotherapy and were treated at different intensities at different times throughout the course of treatment. In addition, eligible patients in the high risk subtype BCR-ABL underwent a bone marrow transplant (BMT). As patient treatment information could not be found in the public Ma-Spore ALL data set, we requested for available treatment information from the authors and obtained treatment information regarding the final treatment intensity patients were treated at and whether they underwent BMT.\textsuperscript{14} However, details regarding a patient’s treatment intensities at other points in time during the therapy were not available. We inferred each patient’s treatment intensities throughout the course of treatment by using information from patient metadata and the set of decision rules in the risk-adapted treatment protocol. We concluded that the varying treatment intensities that patients received at different times throughout the course of treatment could be reduced down to four possible treatment routes. Patients will undergo one out of four possible treatment routes, which we denote as standard risk (SR), intermediate risk (IR), high risk one (HR1) and high risk two (HR2).

All patients start off on IR treatment intensity, and may be re-assigned to other treatment intensity levels at only two specific time points, Day 8 and post-induction (i.e. after the induction phase of chemotherapy). Patients who are escalated to HR treatment intensity will remain at HR treatment intensity for the remaining course of treatment. In the HR1 treatment route, patients are elevated to HR treatment intensity at Day 8. Patients who are assigned to the HR1 treatment route are primarily from high risk subtypes, namely the BCR-ABL, MLL and hypodiploid subtypes. In the HR2 treatment route, patients are elevated to HR treatment intensity post-induction. Patients that undergo the HR2 treatment route mostly have poor treatment response which is evidenced by their high Day 33 or Week 12 minimal residual disease (MRD) values. Patients that meet a set of stringent criteria, including having low Day 33 and Week 12 MRD values, will be assigned to the SR treatment route where patients will be treated on IR treatment intensity before being de-escalated to SR treatment intensity post-induction. In the IR treatment route, patients are treated on IR treatment intensity throughout the course of chemotherapy.
Table 1: Scoring scheme

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Treatment</th>
<th>Prediction</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remission</td>
<td>SR</td>
<td>SR</td>
<td>1</td>
</tr>
<tr>
<td>Remission</td>
<td>SR</td>
<td>IR</td>
<td>0</td>
</tr>
<tr>
<td>Remission</td>
<td>SR</td>
<td>HR</td>
<td>0</td>
</tr>
<tr>
<td>Remission</td>
<td>IR</td>
<td>SR</td>
<td>1</td>
</tr>
<tr>
<td>Remission</td>
<td>IR</td>
<td>IR</td>
<td>1</td>
</tr>
<tr>
<td>Remission</td>
<td>IR</td>
<td>HR</td>
<td>0</td>
</tr>
<tr>
<td>Remission</td>
<td>HR</td>
<td>SR</td>
<td>0</td>
</tr>
<tr>
<td>Remission</td>
<td>HR</td>
<td>IR</td>
<td>1</td>
</tr>
<tr>
<td>Remission</td>
<td>HR</td>
<td>HR</td>
<td>1</td>
</tr>
<tr>
<td>Relapse</td>
<td>SR</td>
<td>SR</td>
<td>0</td>
</tr>
<tr>
<td>Relapse</td>
<td>SR</td>
<td>IR</td>
<td>1</td>
</tr>
<tr>
<td>Relapse</td>
<td>SR</td>
<td>HR</td>
<td>1</td>
</tr>
<tr>
<td>Relapse</td>
<td>IR</td>
<td>SR</td>
<td>0</td>
</tr>
<tr>
<td>Relapse</td>
<td>IR</td>
<td>IR</td>
<td>0</td>
</tr>
<tr>
<td>Relapse</td>
<td>IR</td>
<td>HR</td>
<td>1</td>
</tr>
<tr>
<td>Relapse</td>
<td>HR</td>
<td>SR</td>
<td>0</td>
</tr>
<tr>
<td>Relapse</td>
<td>HR</td>
<td>IR</td>
<td>0</td>
</tr>
<tr>
<td>Relapse</td>
<td>HR</td>
<td>HR</td>
<td>1</td>
</tr>
</tbody>
</table>

5. Some nuances

The treatment strategy for ALL is more complicated than the simple case where patients were either treated or untreated. Not only are ALL patients treated at different intensities at different points in time throughout chemotherapy, eligible high risk patients also receive BMT. In this section, we propose a scoring scheme that incorporates the use of patient treatment information. We demonstrate why it is beneficial to utilize treatment information during the validation of prediction models.

Consider a prediction model that predicts the risk of relapse given that patients are treated according to the risk-adapted treatment protocol. The predicted risk of relapse is used to recommend the treatment intensity (i.e. treatment route) that patients should undergo (SR, IR or HR). For simplicity, we consider both HR1 and HR2 treatment routes to be equivalent and term them both as high risk (HR) treatment routes. The correct treatment intensity has to achieve a balance between maximizing a patient’s probability of achieving continuous complete remission (CCR) and reducing the cytotoxic effects of chemotherapy. As achieving CCR is significantly more important than eliminating cytotoxic side-effects, the correct treatment intensity is essentially the lowest treatment intensity level at which a patient still achieves CCR.

Determining the correct treatment intensity patients should receive requires knowledge of individual treatment outcome under counterfactual treatments (i.e. the effect SR/IR/HR treatment intensities have on patient’s risk of relapse and side-effects). However, there is no ground truth of counterfactual events as they do not occur in the real world. For example, if a patient was predicted to require
SR treatment, but was in real life put on IR treatment, we would not be able to know how the patient would respond to SR treatment. We overcome the absence of ground truth by logically deducing whether a treatment recommendation is correct or not based on each patient’s treatment information and treatment outcome. We logically deduce whether treatment intensity recommendations are correct or not for all combinations of a patient’s treatment outcome (relapse or CCR), treatment route (SR, IR or HR) and the predicted treatment intensity recommendation (SR, IR or HR). We present a scoring scheme encompassing all cases in Table 1. All conceivably correct recommendations are awarded a score of one, while incorrect recommendations are given a score of zero.

We elaborate on a plausible framework used to logically deduce whether treatment intensity recommendations are correct or incorrect. For patients who relapsed, treatment intensity recommendations that are above the treatment intensities patients were treated at are deemed to be correct, while recommendations that are below or equal to the treatment intensities patients received are incorrect. This stems from the reasoning that patients who relapsed were treated at an insufficient treatment intensity level, and would benefit from a higher treatment intensity level. In the case that the patient relapses even when treated on the highest intensity level (HR), we take HR to be the correct treatment intensity. For patients that achieved CCR, recommendations that are equal to or less intense (by one risk level) than the actual treatment intensity received are deemed to be correct, while a recommendation at a higher level than the treatment level received would be incorrect. This penalizes cases of over-treatment, while awarding treatment de-escalation that will help reduce toxic side-effects of chemotherapy.

However, one subtlety regarding the above framework is that it relies on the implicit assumption that patients are able to complete the treatment intensity they were prescribed. In reality, some patients may discontinue treatment for various reasons, such as being unable to tolerate the side effects of the prescribed treatment intensity. Consequently, these patients suffer from relapse or treatment failure. For example, patients that receive HR treatment but are unable to tolerate the high dosage typically discontinue treatment, thereby ending up suffering from relapse or treatment failure. There has been sporadic evidence that such patients could potentially benefit from a lower dosage.\textsuperscript{15} These patients are different from patients that are able to complete treatment at the prescribed intensity but still relapse. In these cases (patients who relapsed previously but who might not be able to tolerate high intensity treatments), it is not straightforward to decide whether these recommendations of increased intensity are correct or incorrect.

We demonstrate in Figure 1 a way to visualize results from our scoring scheme that facilitates analysis of the predictions made by a model. In particular, our approach allows users to easily analyze whether incorrect treatment recommendations are primarily made up of over-treatments or under-treatments. We demonstrate the use of our scoring scheme in evaluating the performance of three prediction models on the Ma-Spore ALL data set.
Fig. 1: Frequency of scores awarded by the proposed scoring scheme when used to evaluate treatment intensity predictions from three separate prediction models. Correct and incorrect recommendations are awarded a score of one and zero, respectively. Scores are aggregated for each prediction model, and the total score for each model expressed out of the maximum score attainable is presented in each chart title. Stacked bars represent the cumulative frequency of scores awarded to recommendations. The bars are coloured according to the actual treatment intensity received, with blue, green and red denoting standard risk (SR), intermediate risk (IR) and high risk (HR), respectively. Bar outlines represent the frequency of scores if the actual treatment intensities that patients received were used as treatment intensity recommendations. Each subfigure is divided into four panels, with patients in each panel having the same score and treatment outcome. Performance of prediction models that are variations of a subtype-specific prediction model, based on different sets of overlapping features that are available at various time-points throughout the course of treatment, namely a) Day 8 and b) Day 33. c) Performance of a hypothetical prediction model that recommends HR treatment for patients who relapse, and SR treatment for patients that achieve continuous complete remission.

The two prediction models in Figures 1a and 1b are different variations of a subtype-specific prediction model we developed using the Ma-Spore ALL data set. These models estimate a patient’s probability of achieving CCR based on different sets of overlapping features that are available at different time-points in the patient’s treatment plan, namely Day 8 and Day 33. The estimates are subsequently stratified according to a set of thresholds into three different treatment intensities (SR, IR and HR). These treatment intensities are the predictions or recommendations given by the models, and are not the actual treatment intensities that the patients were treated on. These two sets of treatment intensity recommendations are evaluated using our scoring scheme, and the results are visualized in Figures 1a and 1b.

Both sets of treatment intensity recommendations performed fairly well for patients, with an average of approximately 77% of patients receiving correct treatment recommendations. Correct recommendations can either be patients who achieved CCR being recommended the same treatment intensities that they underwent, or patients who relapsed being recommended higher treatment intensities than the intensity they were treated on. Majority of incorrect recommendations made by the Day 8 and Day 33 prediction models were recommendations that would result in over-treatment (cases where patients achieved CCR after undergoing actual treatment intensities that are lower than the recommended treatment). Although these
6. Benefits of incorporating treatment information

To illustrate the benefits of incorporating treatment information during validation of prediction models, we consider a classifier $C$ that is able to predict treatment outcome labels perfectly. Originally, patients in the Ma-Spore ALL data set are treated using a risk-adapted treatment strategy, where decisions are made whether to alter patient treatment intensity at two time-points, based on individual patient features such as ALL subtype and MRD (see Figure 2). We look to adopt a new treatment strategy, where instead of deciding whether to alter patient intensity according to the original strategy, we use predictions from classifier $C$ to decide whether to escalate or de-escalate patient treatment intensity. Patients that are predicted to relapse would have their treatment escalated to HR, while patients predicted to achieve CCR would be de-escalated to SR treatment.

Evaluation of the new treatment strategy using traditional metrics such as accuracy may give misleading results. If patients who relapsed are assumed to require HR treatment and patients who achieved CCR are assumed to be suitable for de-escalation to SR treatment, classifier $C$ would be deemed to have an accuracy of 100%. However, some patients who achieved CCR were treated on HR treatment intensity, and treatment recommendations of SR may not be sufficient for these patients, who may end up relapsing instead. Evaluation using our scoring scheme, which incorporates treatment information, would identify these recommendations as incorrect (see Figure 1c).
It is tricky to evaluate the above group of patients, as there are no ground truths available for these counterfactual claims. Patients that were treated at HR intensity and achieved CCR may either require HR treatment intensity to achieve CCR, or on the other hand may benefit from de-escalated treatment. A way to infer which of the two possibilities patients belong to is by examining a feature that is indicative of treatment response, such as the Day 33 MRD. Patients with good treatment response will be more likely to benefit from de-escalation of treatment.

7. Closing remarks

We believe that treatment information of patients should be reported in detail for clinical data used in the development and validation of clinical prediction models. Firstly, this allows for proper handling of patient treatments during development of prediction models, hence ensuring that these models are able to generalize to other cohorts where treatment strategies are not the same. In addition, incorporation of treatment information during validation of the prediction model allows for a more detailed evaluation of the prediction model, and helps in the handling of heterogeneities in clinical data.

We suggest a simple approach to handle complex risk-adapted treatment plans, for use in situations where the treatment plans remain the same in both the development and deployment cohort. Typically, these treatment plans have multiple decision time points where patient treatment intensities may be altered. This approach involves establishing that the aim of the model is to predict whether patients should continue to be treated on the original treatment plan, or be excluded from it. We can adapt a prediction model that predicts treatment outcome in ALL patients to recommend whether patients should or should not continue with the original treatment plan that they are set on. If patients are predicted to achieve CCR, they should continue with the original treatment plan, and if patients are predicted to relapse, they should be excluded from the original treatment plan. For the latter group of patients, if they are able to tolerate higher treatment intensity, they should be recommended to receive escalated treatment. If not, they may benefit from de-escalated treatment. In the worst case where they do not respond to treatment, taking patients off treatment would eliminate painful side effects of treatment and help in saving costs.

Patients are typically treated on a case by case basis, with clinicians prescribing treatment based on a patient’s individual condition. Hence, the analysis and evaluation of clinical prediction models benefits greatly from the examination of details of individual patients and explicit consideration of individual cases in the data set. As illustrated earlier, a scoring scheme which incorporates patient treatment information during validation of clinical prediction models allows for a more nuanced evaluation of correct and incorrect treatment intensity recommendations by considering different specific cases.
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