
a thesis submitted

for the degree of master of computing

department of computer science

eAnalysis: Easier statistical analysis

Emile Brès A0132365L

Monday 10th March, 2016

Supervisor : Prof. Wong Limsoon

1



Acknowledgements

I would first like to express my gratitude to my supervisor, Professor Wong Limsoom,

for its continuous support and guidance throughout this project. He was always

available to guide me, discuss the issues and correct my mistakes. This project would

not have been possible without him. I would also like to thank my family, in particular

my father and my girlfriend Camille, that were there to help me when things were

hard during this long project. All my love goes to them.

2



3



Contents

List of Figures 5

List of Tables 6

Introduction 7

1 Workflow in statistical analysis 9

1.1 Data analysis in a research setting . . . . . . . . . . . . . . . . . . . . 9

1.2 Data analysis in a big data setting . . . . . . . . . . . . . . . . . . . . 10

2 eAnalysis 12

2.1 System presentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 User interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.1 Walkthrough . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.2 How the workflow helps the user . . . . . . . . . . . . . . . . . 19

2.3 Statistical tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Structure of statistical tools . . . . . . . . . . . . . . . . . . . . 20

2.3.2 Statistical test classes . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.4.1 Python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.2 Jupyter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.3 Docker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.4 Other technologies . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.5 Performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Use case 27

3.1 Setting up the study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Exploring the data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Initial test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Post Hoc analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.5 Confounders analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Limitations and extensions 32

4.1 Limitations and caveats . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5 Related work 34

Conclusion 35

4



List of Figures

1 Initialization of the study: data file loading and parameter settings . . 13

2 Exploration of the data: Heatmap representing the distributions of

salary groups according to race and sex . . . . . . . . . . . . . . . . . 13

3 Selection of the test variables and display of the variable types . . . . 14

4 Detailed explanations of the test selection . . . . . . . . . . . . . . . . 15

5 Results of the tests with simple interpretation and contingency table . 16

6 Post hoc analysis: calculation of the strength of association, assess-

ment of the association between groups of the independent variable

and calculation of the adjusted standard residuals . . . . . . . . . . . . 17

7 Confounders analysis: Detection of potential confounders . . . . . . . 18

8 Confounders analysis: Stratification analysis with age . . . . . . . . . 19

9 Graph representing the five groups of an independent variable. An edge

links the groups for whom the distributions of the dependent variable

are similar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

10 Decision tree for T tests class . . . . . . . . . . . . . . . . . . . . . . . 23

11 Decision tree for ANOVA test class . . . . . . . . . . . . . . . . . . . . 24

12 Bar chart of race and salary in the adult dataset . . . . . . . . . . . . 28

13 Line chart of age and salary in the adult dataset . . . . . . . . . . . . 30

14 Line chart of the frequency of age for the races White, Black and Asian-

Pac-Islander in the adult dataset . . . . . . . . . . . . . . . . . . . . . 31

5



List of Tables

1 Association between dependent and independent variables and test

classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Datasets used to assess the performance of eAnalysis . . . . . . . . . . 26

3 Comparison of duration of the statistical process of eAnalysis across

multiple datasets, variables and machines . . . . . . . . . . . . . . . . 26

4 Contingency table of race and salary in the adult dataset . . . . . . . 27

5 Assessment of similar distribution between racial groups with regard

to salary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

6 Adjusted standard residuals for race and salary . . . . . . . . . . . . . 29

7 Assessment of potential confounders . . . . . . . . . . . . . . . . . . . 30

6



Introduction

Context We produce more data today than we ever have in human history. Ac-

cording to a study by SINTEF in 2013, 90% of data in world history was created in

the last two years [1]. The development of computers and Internet in particular has

led to an explosion of the quantity of data produced. Every minute, we are liking 4.2

million posts on Facebook, uploading 300 hours of video to YouTube, and sending

350,000 tweets [2]. The enormous value lying in all this data is well recognized, pro-

pelling companies such as Google or Facebook to market caps of hundreds of billions

of dollars [3]. Statistical analysis is the main tool to extract information from this

huge mass of data and, as such, is becoming more and more important and widely

used. Traditionally, statistical analysis was mostly used in a scientific context. Data

was collected for a specific purpose (for an experiment for example) in a planned and

controlled way. Statistical studies were conducted by statisticians themselves or re-

searchers with training in statistics. However, with the raise of big data, the situation

is completely different. The data is collected systematically, often without a deter-

mined purpose. The analyst does not know before the analysis what he is looking

for. He is rather looking to discover interesting patterns in the data and use them to

infer useful properties. Furthermore, scientists are no longer the only ones who have

to conduct such analyses. Data analysis has become essential to a large number of

companies and many of the people expected to conduct statistical analysis have little

training in statistics.

Problems This situation can lead to a number of problems and in particular to a

misuse of statistical tests. In scientific experiments, scientists take special care of the

way they collect their data. They choose their subjects randomly and study them in

a controlled setting to be assured of obtaining data of good quality. This selection

is essential to the proper conduct of statistical tests. In fact, statistical tests need

to verify several hypotheses in order to be valid. For example, the samples must be

independent and identically distributed (i.i.d). However the data usually encountered

in a big data context has not been produced in such a controlled environment. There

is no warranty that the necessary hypotheses will be verified which can lead to false

results. Another problem is that statistical theory is often disregarded in the big data

world. It can be perceived as too complicated or irrelevant to the big data workflow

where the focus is primarily on the discovery of insights. For example, Mike Flowers, a

lawyer, and NYC’s first Director of Analytics said in a interview: ”I had no interest in

very experienced statisticians. I was a little concerned that they would be reluctant

to take this novel approach to problem solving. Earlier, when I had interviewed

traditional stats guys for the financial fraud project, they had tended to raise arcane

concerns about mathematical methods. I wasn’t even thinking about what model

I was going to use. I wanted actionable insight, and that was all I cared about”

[4]. This disregard for statistical theory is problematic because the consequences of

failing to conduct a statistical analysis properly can be severe. It is indeed very easy

to infer erroneous conclusions from statistics as demonstrated in the famous book How

to Lie with Statistics [5], which relates a lot of common errors and misconceptions
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about statistics such as sampling bias or the equivalence of correlation and causality.

Statistical results can also be very misleading if they are not interpreted correctly.

For example, a relationship between two variables can be present in each different

group and be reversed if you combine all the groups. This is known as the Simpson

paradox [6]. A good example is the Berkeley gender bias case [7], where the data at

the university level showed a bias against women in the graduate school admission,

but, for each department, the bias was reversed in favor of women. This paradox

occurs because of different distributions of samples in each group and illustrates the

importance of properly assessing data hypotheses when conducting an analysis.

Needs However, not everyone has the time or the will to undertake a training in

statistics. Sometimes the data is confidential or there is no time to consult an expert.

And even experimented users can make mistakes if they are facing a lot of pressure.

We thus think that there is a need for a tool that could help a user to conduct and

report a statistical analysis properly. Such a tool would need several properties. A first

basic functionality would be to be able to run statistical tests and report the results.

But it should also be self diagnosing, meaning that it should be able to verify tests

hypotheses and select the most appropriate test available in the system automatically.

It should also offer additional capabilities such as way for the user to investigate the

data he wants to study, to help him construct interesting hypotheses before testing

them. Furthermore we would like a tool that not only test an hypothesis but also

help the user to infer more insights by conducting additional analysis. This additional

analysis would be conducted automatically and reported to the user clearly so that

he can use it in its study. Moreover, such a tool should be pedagogical. Since it is

primarily targeted to non expert statisticians, it is important that the tool exposes

clearly and explains the statistical process it is conducting and the reasons for the

choices that it makes during the study. This is also very important to allow the

user to communicate the results of the tools to other statisticians through a paper or

discussion.
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1 Workflow in statistical analysis

Conducting a statistical analysis is not a simple task. A researcher must not only

find the most appropriate test to apply to the data and obtain an interesting result.

He must also be able to communicate the data and the statistical method he followed

so that other researchers can reproduce its results. In fact, a study whose results

cannot be reproduced does not have much value and its authors can be considered as

incompetent or even dishonest, as the controversy on the water memory has shown

[8]. To obtain good results and achieve reproducibility of the results, a good workflow

is essential. Researchers have written books explaining how to construct a good

workflow, for example Kirchkamp’s Workflow of statistical data analysis [9] or Long’s

The Workflow of Data Analysis Using Stata [10]. We think that, by automating some

parts of the workflow of a statistical study, eAnalysis should help researchers to obtain

correct and reproducible results.

In this section, we will describe how a statistical analysis is conducted from the

collection of the data to the publication of the results. We will first describe the

traditional way in a research setting. We will then see how the data analysis workflow

is different in a big data setting.

1.1 Data analysis in a research setting

In a research setting, the statistical analysis is only a part of the study. Typically

the researcher has a question in its domain (biology or social sciences), he designs an

experiment to answer this question, collects the data and then conducts the statis-

tical analysis. In the Handbook of Biological Statistics [11], McDonald describes a

systematic approach to the analysis of biological data:

1. Specify the biological question you are asking.

2. Put the question in the form of a biological null hypothesis and alternate hy-

pothesis.

3. Put the question in the form of a statistical null hypothesis and alternate hy-

pothesis.

4. Determine which variables are relevant to the question.

5. Determine what kind of variable each one is.

6. Design an experiment that controls or randomizes the confounding variables.

7. Based on the number of variables, the kinds of variables, the expected fit to

the parametric assumptions, and the hypothesis to be tested, choose the best

statistical test to use.

8. If possible, do a power analysis to determine a good sample size for the experi-

ment.

9. Do the experiment.
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10. Examine the data to see if it meets the assumptions of the statistical test you

chose (primarily normality and homoscedasticity for tests of measurement vari-

ables). If it doesn’t, choose a more appropriate test.

11. Apply the statistical test you chose, and interpret the results.

12. Communicate your results effectively, usually with a graph or table.

McDonald focuses on biology in his book but this method is valid for every scientific

domain. It is important to note that, in a research setting, the statistical analysis

itself is just a part of a bigger process. In particular, a lot of work is necessary in order

to design and realize an experiment. The data collected must fit a set of conditions

in order for the test to be valid and it is the responsibility of the researcher to make

sure that these conditions are verified.

1.2 Data analysis in a big data setting

Data analysis in a big data context presents different challenges. In fact, new methods

have been designed specifically for big data analysis [12]. Counter to a research setting,

the user does not necessarily have a question to ask a priori. The data was often not

collected in a controlled manner and with a specific goal and the user can make no

assumptions on the shape or distribution of the data. The goal of the data scientist is

rather to try to detect interesting patterns and use them to infer valuable insights. A

good example of this approach is a project from John Hopkins University that aims

to better identify the causes of youth obesity in Pennsylvania by collecting various

types of information and detecting unexpected correlations [13]. They do not know

in advance the variables who are going to be correlated with obesity but rather are

looking for them. In this situation, one of the first steps in analyzing a dataset is to

get a general idea of its properties. A popular approach to do so is called exploratory

data analysis (EDA) [14] and relies on graphical methods as opposed to statistical

hypothesis testing. There are also technical challenges associated with the collection,

the curation and the storage of data but they are not in the scope of our study. A

data scientist has thus different needs than a scientific researcher. He needs to be able

to explore the data easily, by constructing simple measures, such as means, medians

and variances and by drawing graphs. He also needs a system powerful enough to

handle datasets with large numbers of values.

The workflow of a data analyst could be the following:

1. Load the data

2. Compute some general metrics (mean, median, variance) and plot a few graphs

to get a general idea of the properties of the dataset

3. Generate statistical models of the data and conduct statistical tests

4. Iterate

5. Communicate the results

10



Data scientists are generally less concerned with carefully assessing that specific sta-

tistical hypotheses are verified and more focused on detecting patterns and obtaining

interesting insights.
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2 eAnalysis

2.1 System presentation

To address the needs described in the introduction and building on the reflection

described in Section 1, we propose a tool, named eAnalysis, which is a contraction of

easy analysis. eAnalysis is a web application that aims to make statistical analysis

easier by automating important parts of the statistical process. eAnalysis covers

the complete statistical process from the loading of data to the computation of the

test and the publication of the results. eAnalysis allows the user to load a dataset,

explore it and select the variables he is interested in. The system will then assess if the

selected variables are associated with each other. To do so, eAnalysis automatically

selects and computes the most appropriate statistical test available in the system.

Furthermore eAnalysis conducts additional analysis automatically to help the user

gain more insights.

Statistical analysis is a complex subject. Thus, one of eAnalysis main concerns was

to be as simple and accessible as possible. In order to do so, eAnalysis is distributed

primarily as a web application. This allows users to use eAnalysis without needing

to install any statistical package. An online version of eAnalysis can be found at

128.199.231.116:8000/notebooks/easy_analysis.ipynb. A special care was also

taken to make the graphical interface as intuitive and natural as possible. Finally,

eAnalysis provides detailed explanations in plain English at each step of the process

so that the user can understand how the system works.

In this section, we will present in details the interface of eAnalysis, the statistical

tools that it offers, the technologies used to build the system and the performances

obtained.

2.2 User interface

2.2.1 Walkthrough

eAnalysis is organized into several tabs, with each tab housing a specific functionality.

This separation allows a clearer workflow for the user by representing clearly each step

of the statistical process. The user interface acts thus as a canvas and a support for

the statistical process.
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Figure 1: Initialization of the study: data file loading and parameter settings

Initialization The first tab Initialization (Figure 1) corresponds to the initializa-

tion of the study. The user can load the data into the system via a dedicated button

by selecting a file on his computer. He can also choose to use the adults dataset of

the UCI Machine Learning Repository as an example dataset [15]. The user can then

specify some parameters in order to load the data file correctly: he can specify if the

file has a headers row and choose the appropriate separator between comma (a classic

CSV file), semicolon or tab (a TSV file). The user can then see a preview of the

data. It allows him to assess if the data is correctly loaded in the system. Finally the

user can also specify the parameters of the statistical study, namely the p value used

throughout the study. The p value chosen here will be used for every statistical test.

Figure 2: Exploration of the data: Heatmap representing the distributions of salary
groups according to race and sex
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Data exploration The second tab Data exploration (Figure 2) allows the user to

explore the data interactively via a pivot table. The user can select the variables that

interest him and present them in every possible combination. Several aggregation

methods are available: count, average, maximum, minimum, etc. For example, for

the adults dataset, the user can see the distributions of subjects earning more or less

than 50K per year according to their race and sex. He can also filter the data on

each variable to gain further insights. Moreover, several visualizations are available

from table to heatmap and bar charts. The versatility of this tool offers many possi-

bilities for the user to obtain a first knowledge of the data. This will help him detect

interesting patterns and guide its decision into what statistical tests to conduct.

Figure 3: Selection of the test variables and display of the variable types

Variables selection The third tab Variables selection (Figure 3) allows the user to

select the variables that will be studied by the system. The user chooses one dependent

and one independent variable. The dependent variable is the outcome of the study,

the variable whose variation is being studied. The independent variable is the input

of the study or the potential cause for variations of the dependent variable. When

the user selects the variables, the system displays their type. They can be categorical

(i.e. the values of the variable are part of a finite set) or numerical (i.e. the values

of the variables are numerical). This distinction is important because it determines

the type of statistical tests that will be applied. The user can then launch the test

by clicking on the Launch test button. If the test starts correctly, a confirmation

message is displayed next to the button.

14



Figure 4: Detailed explanations of the test selection

Test results The fourth tab Test results has two parts. The first part Test selection

results (Figure 4) displays the information regarding the selection of the appropriate

statistical test. This selection is done in two steps: the selection of the test class

and the selection of the test itself. eAnalysis calls test class a set of statistical tests

which apply to the same type of variables (categorical or numerical) and consider the

same null hypothesis. However the tests in a test class differ by the hypotheses that

are necessary to conduct the analysis. Some tests require strong hypotheses (the t

test requires the normality of data distribution for example) while others have less

strict hypotheses. A test whose hypotheses are not verified will give false results.

We could think that a way to choose a test is thus to always use the test with

the weakest hypotheses. However tests with weaker hypotheses have often smaller

statistical power, which can lead to Type 1 errors and weaken the analysis. Therefore

it is important to select the appropriate test for each situation. eAnalysis first selects

the test class in function of the type of the dependent and independent variables.

Then it checks all the hypotheses necessary in order to select the most appropriate

test available in the system. The results of the hypothesis checks are displayed to

allow the user to understand the reasons why a particular test was chosen. The test

selection process and the available tests are presented in more details in Section 2.3.
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Figure 5: Results of the tests with simple interpretation and contingency table

The second part Test results (Figure 5) presents the actual results of the test se-

lected by eAnalysis. It displays the value of the test, the p value and an interpretation

of the result. It will also display some additional information about the test, such as

a contingency table, if relevant. This part of the tab has all the information that a

researcher needs to write in a study when presenting a statistical result.
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Figure 6: Post hoc analysis: calculation of the strength of association, assessment of
the association between groups of the independent variable and calculation of the

adjusted standard residuals

Post hoc analysis eAnalysis also provides additional information by running more

tests, called post hoc tests. The post hoc tests are selected automatically based on

the types of the test variables and their results are presented in the fifth tab Post hoc

analysis (Figure 6). The post hoc tests are presented in more details in Section 2.3.
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Figure 7: Confounders analysis: Detection of potential confounders

Confounders analysis The sixth tab Confounders analysis allows the user to

search for potential confounders in the dataset and to assess their impact on the

relationship between the independent and dependent variables. The tab is split in

two parts. In the first part (Figure 7), eAnalysis computes the association between

the dependent variable and every other variable (except the independent variable) on

one hand and the association between the independent variable and every other vari-

able (except the dependent variable) on the other hand. If the associations between a

variable and both the dependent and independent variables are significant, then this

variable is a potential confounder. The user can then use the second part of the tab to

assess the effect of that potential confounder by conducting a stratification analysis.

If the potential confounder is a numerical variable, eAnalysis will use its 4 quartiles

to conduct the stratification, as shown for the variable age in Figure 8.
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Figure 8: Confounders analysis: Stratification analysis with age

2.2.2 How the workflow helps the user

As described in Section 2.2, the workflow of eAnalysis is as follows:

• The user loads the data

• The user explores the data using a tool offering filter, visualization and aggre-
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gation

• The user selects the variables he wants to study

• The system automatically selects and computes the most appropriate statistical

test available in the system

• The system conducts additional statistical analysis

– Analysis of the different groups of each variables

– Analysis of potential confounders and their effect

The workflow is designed to be coherent with the process of real statisticians.

It follows in particular the best practices described in the Handbook of biological

statistics [11]. Thanks to this approach, a user with even a small experience in

statistical analysis will be familiar with the workflow and will be able to understand

easily how eAnalysis works. In case the user needs help from a trained statistician,

it will also be easier for the statistician to grasp quickly the rationale of the study.

However, automating the statistical analysis process can also create problems. In

fact, there is a danger that the user uses blindly the tool without understanding

the reasoning behind the choices that the system makes. To address this problem,

eAnalysis displays detailed explanations at each step of its process. This way the user

can follow the reasoning of the system and, if necessary, can report the results in a

paper or a report by copying the explanations offered by the system.

eAnalysis can be used both in a research context or in a big data context. A

researcher will particularly benefit from the assurance that the selected test is correct,

while a big data analyst will be able to use the powerful and versatile tools offered by

eAnalysis to explore the data and gain more insights on his hypotheses thanks to the

post hoc analysis. Moreover, even if researchers and data scientists may have different

approaches regarding data analysis, the tools offered can be useful in both settings.

A researcher might discover new hypotheses to test using the data exploration tool

and a data scientist can benefit from the automatic selection of a statistical test.

2.3 Statistical tools

In this section, we will present the statistical tests that are available in eAnalysis

along with the statistical assumptions that need to be assessed in order to choose the

most appropriate test available in the system. We will also explain how eAnalysis

chooses the test to run and the post hoc tests.

2.3.1 Structure of statistical tools

One of the main goal of eAnalysis is, given a dataset and a hypothesis to test, to

select automatically the most appropriate test available in the system. In order to

select the most appropriate test, there are two main criteria. The first criterion is

the number and type (numerical or categorical) of the variables of the dependent and

the independent variables. This first criterion gives us a set of available statistical

tests who can be used to answer the question. These tests typically have different
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assumptions and different statistical powers. We call such a set a statistical test class

or simply test class. The concept of statistical test class is useful both to help the user

understand how eAnalysis selects a test and for development. On the development

side, using statistical test classes allowed us to give a modular structure to eAnalysis.

It is thus very easy to add new statistical tests in an existing test class or to create

a new test class, but also to add new assumptions or change the output. The second

criterion is to assess which assumptions are valid and which are not. This will allow

us to choose the most appropriate statistical test available in the system. However it

should be noted that the list of assumptions in each test class is incomplete. In fact,

some assumptions can be difficult or impossible to test by using only the data. For

example, to conduct a statistical test, the observations should be independent from

one another. However, this cannot be determined solely by studying the data as it

depends of the way the experience was designed or the way the data was collected. A

statistical test class contains several statistical tests and several assumptions. eAnal-

ysis assesses every assumption of the selected test class and then chooses the most

powerful test within the subset of tests whose assumptions are valid. Usually this sub-

set contains only one element as the tests have been designed to be the most powerful

possible under certain assumptions. The concept of statistical test classes is, to our

knowledge, unique to eAnalysis. In order to build the test classes, we made a synthe-

sis of several resources to determine the appropriate tests and statistical assumptions

[11, 16, 54, 17]. Statistical test classes are not the only statistical tool in eAnalysis

which is modular. In fact, the tests and the statistical assumptions are themselves

modular. The modular structure of eAnalysis allows a developer to easily understand

how the system is organized and how to extend it. This is very important for us as

eAnalysis is an open source project and is destined to be supported by a community.

2.3.2 Statistical test classes

In this section, we will present the available statistical test classes, detailing the tests,

assumptions and post hoc analysis in each class. All the statistical tests take for

null hypothesis: the dependent variable(s) and the independent variable(s) are not

associated.

The table 1 shows how the statistical test classes are associated with the variables of

interest. The name of the test class is typically the name of the most common test in

the test class.

Dependent variable(s) Independent variable(s) Test class

1 categorical 1 categorical Chi square tests
1 numerical 1 categorical (binary) T tests
1 numerical 1 categorical (multi level) ANOVA tests
1 numerical 1 numerical Linear regression tests

Table 1: Association between dependent and independent variables and test classes

Chi square tests The chi square test class is used when there are one categorical

dependent variable and one categorical independent variable. The test class contains
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two tests: Fisher exact test [18] and Pearson chi square test [19]. The statistical

assumptions to assess are:

• The sample size is less than 1000.

• The contingency table has two columns and two rows.

If both assumptions are verified, Fisher exact test is used. Otherwise it is Pearson chi

square test. In fact, even though there exists a generalized version of Fisher exact test

for multi level variables [20], there is no implementation of this algorithm in Python.

Moreover, Fisher exact test is computationally expensive. Thus, if the sample size is

too great, we prefer to use the chi square test.

For the post hoc analysis, the chi square test class contains several tools. First

eAnalysis estimates the strength of the association between the variables by calcu-

lating Cramer’s V [21], using a custom implementation. Then, if the independent

variable contains more than two groups, the system analyses the differences in the

distribution of the dependent variable for each pair by conducting a chi square or

Fisher exact test (in fact eAnalysis uses the assumptions of the chi square test class

to determine the most appropriate test) on the data filtered down to the two groups

of each pair and then applying a Bonferroni correction [22] to correct for the fact that

several tests are being conducted, thus raising the probability of a false positive. Us-

ing this information, eAnalysis can build a graph representing each group as a vertex,

linked by an edge if the pair has similar distributions in each group. The system then

computes the sets of groups whose distributions are similar by using a graph theory

algorithm for calculating the maximal cliques in a graph [23, 24].

A

B C

D

E

Figure 9: Graph representing the five groups of an independent variable. An edge
links the groups for whom the distributions of the dependent variable are similar.

For example, A, B, C, D and E are five groups of the independent variable and the

distribution of the dependent variable is independent from the dependent variable for

the pairs (A,B), (A,C), (B,C), (A,D), (C,D) and (D,E). We can then draw a graph

where two groups share an edge if their distributions are similar, as shown in Figure 9.

We then build the maximal sets for which all items in the set have similar distributions.

If we start with A, A has an edge to B, C and D. We form a set [A,B] and try to see if

we can add more items to the set. C shares an edge with both A and B and can then

be added to the set, which gives us [A,B,C]. We try to see if we can add more items.

D has an edge with A and C but not with B. Thus D cannot be added to the set. E

has no edge to either A, B or C and thus cannot be added to the set. There are no

more vertices, thus [A, B, C] is a maximal set of items with similar distributions. By

repeating the same process for each vertex, we obtain the sets [A,B,C], [A,C,D] and
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[D,E]. Finally, eAnalysis calculates the adjusted standard residuals [25, 26] to assess

which group contributed the most to the chi square value.

T tests The T test class is used when there are one numerical dependent variable

and one binary independent variable. The test class contains three tests: Student’s T

test [27], Welch’s T test [28] and Kruskal-Wallis test [29]. The statistical assumptions

to assess are:

• The distributions of the dependent variable are normal for all groups of the

independent variable.

• The variances of the distribution of the dependent variable are homogeneous

between all groups of the independent variable (homoscedasticity).

• The distributions of the dependent variable for each group have all their skew-

nesses of the same sign on one hand and all their kurtosises of the same sign

on the other hand. Expressed less formally, it means that they deviate from

normal distributions in the same direction.

The Figure 10 shows the decision tree for selecting the most appropriate test available

in the system. The decision tree was mostly inspired by McDonald’s handbook [11].

Normality

Variance homogeneity

Student T test Welch T test

Same deviation

Kruskal-Wallis Kruskal-Wallis with warnings

True

True False

False

True False

Figure 10: Decision tree for T tests class

In the case, where the distributions are not normal and do not deviate in the same

direction, we did not find a perfectly appropriate test in the literature. So we chose

to use the Kruskal-Wallis test as the most suitable implemented in eAnalysis but to

also display a warning.

ANOVA tests The ANOVA test class is used when there are one numerical depen-

dent variable and one multi level categorical independent variable. The ANOVA test

class is a generalization of the T test class presented in Section 2.3.2 and we could

have used it to implement the T test class. However, since T tests are commonly

used, we decided to keep them separated in order to be more familiar to users. The

test class contains two tests: the one-way ANOVA test [30] and Kruskal-Wallis test

[29]. The statistical assumptions to assess are:

• The distributions of the dependent variable are normal for all groups of the

independent variable.

• The variances of the distribution of the dependent variable are homogeneous

between all groups of the independent variable (homoscedasticity).
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• The distributions of the dependent variable for each group have all their skew-

nesses of the same sign on one hand and all their kurtosises of the same sign

on the other hand. Expressed less formally, it means that they deviate from

normal distributions in the same direction.

The figure 10 shows the decision tree for selecting the appropriate test. The design

of the decision tree was mostly inspired by McDonald’s handbook [11].

Normality

Variance homogeneity

ANOVA ANOVA with warnings

Same deviation

Kruskal-Wallis Kruskal-Wallis with warnings

True

True False

False

True False

Figure 11: Decision tree for ANOVA test class

Here we have two cases where perfectly appropriate tests could not be found. We

proceed in the same way as in Section 2.3.2.

The post hoc analysis follows the same pattern as the chi square test class. If

the independent variable contains more than two groups, the system analyses the

differences in the distribution of the dependent variable for each pair by conducting

a one-way ANOVA test and applying a Bonferroni correction [22]. eAnalysis then

computes the maximal sets of groups whose distributions are similar by using a graph

theory algorithm for calculating the maximal cliques in a graph [23, 24].

Linear regression tests The linear regression test class is used when there are

one numerical dependent variable and one numerical independent variable. The test

computes a linear least-squares regression and tests the null hypothesis that the slope

is zero. We do not test any assumptions here because there are no alternatives to

least-squares regression analysis implemented in scipy. But this is not specific to

scipy as Stromberg has shown that the lack of implementation of robust alternatives

to the least-squares method is pretty generic [31]. Pending later extension, the linear

regression class should be consider as experimental.

2.4 Technologies

Python does not possess an integrated framework for developing web applications,

such as Shiny for R [32]. Thus, in order to develop eAnalysis in Python, it was

necessary to use and integrate several technologies. In this section, we will present

the technological stack we used. It is only composed of free and open source software.

As some of the technologies used are still in active development (Jupyter, Docker),

the integration was somehow difficult and the stack may be quite hard to use at the

moment. But, we think that, as the tools get more stable, such a stack could be

integrated to offer a functional equivalent to Shiny for Python. The source code for

eAnalysis itself is available at https://bitbucket.org/emilebres/eanalysis/src.
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An online version of eAnalysis is hosted on a server based in Singapore and owned

by Digital Ocean with 1 GB of RAM and can be found at 128.199.231.116:8000/

notebooks/easy_analysis.ipynb.

2.4.1 Python

Python is a widely used high-level, general-purpose, interpreted, dynamic program-

ming language [33]. It is, with R, one of the most popular language for statistics

and data analysis. eAnalysis is entirely written in Python [34], the back-end as well

as the front-end. Numerous libraries have been developed in Python for a variety of

purposes. eAnalysis leverages some of these libraries to perform statistical tasks and

display the user interface. pandas is a Python library that provide data structures

for data analysis and modelling, designed for ease of use and high performance [35].

eAnalysis uses pandas to store the data in pandas datatables and then manipulate

the data. scipy is a Python library for mathematics, science and engineering [36]. All

the statistical tests in eAnalysis are implemented using scipy functions as a base.

2.4.2 Jupyter

Jupyter is a web application used to share and display code interactively [37]. It is

widely used in the Python data science community and allows users to display source

code and analysis results in the same place. Jupyter functionalities can be extended by

using plugins and many have been developed by the community. eAnalysis leverages

some of them, mostly the Jupyter Notebook Extensions [38] and ipywidgets [39] to

transform a Jupyter notebook in a real web application. Such an extensive use of the

plugins to develop a full-fledged web application is a fairly new concept for Jupyter and

the plugins used are still under heavy development. Thus some effort was necessary

in order to integrate the plugins correctly. But, as the tools evolve, it will become

easier.

2.4.3 Docker

Docker is a software used to automate the deployment of applications [40]. Docker

packages a software and all its dependencies into a light-weight container that can run

on any computer. This was very helpful for eAnalysis as the application depends on

several software systems. In particular, there are two main versions of Python, several

versions of scipy, of pandas and of Jupyter. These versions are not all compatible with

each other. By using Docker, we stabilize the software versions and make sure that

eAnalysis can run on any platform without trouble. Finally we use a project called

jupyter-tmpnb [41] in order to manage and deploy eAnalysis. jupyter-tmpnb launches

a container for each user of eAnalysis. This way, all users can run eAnalysis without

interfering with each other.

2.4.4 Other technologies

Other technologies are also used in eAnalysis. The pivot table tool used for data

exploration comes from a JavaScript library, PivotTable.js [42]. It has been adapted
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in order to be used in Jupyter and can take pandas datatables as input. We also used

HTML and CSS to organize and style the interface.

2.5 Performances

To assess the computational performances of eAnalysis, we conducted tests on three

different datasets of the UCI Machine Learning Repository. Their characteristics are

presented in table 2.

Dataset Number of Number of Attribute types
instances attributes

abalone 4177 8 Categorical, Integer, Real
adult 48842 14 Categorical, Integer
mushroom 8124 22 Categorical

Table 2: Datasets used to assess the performance of eAnalysis

We conducted the tests on two machines: on one side a Digital Ocean droplet, a

virtual private server with a processing power equivalent to 1.76 GHz (as measured

by Cloudlook [43]) and 1 GB of RAM, on the other side a personal computer with a

2.5 GHZ processor and 8 GB of RAM. For each dataset, we measure the time spent

on a complete analysis (test selection and calculation, post hoc analysis). The results

are displayed in Table 3. The total duration of the statistical process is never greater

than 3 seconds. The performances obtained are thus acceptable for a data analysis

tool.

Dataset Dependent Independent Time on Time on
variable variable computer (seconds) server (seconds)

abalone diameter sex 0.123 0.224
adult salary sex 1.65 2.40
adult salary race 0.534 0.840
adult education race 0.755 1.70
adult race sex 0.469 1.01
mushroom odor habitat 0.560 1.14

Table 3: Comparison of duration of the statistical process of eAnalysis across
multiple datasets, variables and machines
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3 Use case

In this section, we present a typical use case for eAnalysis. To do that, we will

use the adults dataset (from the UCI machine learning repository) [15].This use case

will serve as an example of eAnalysis functionalities as well as a demonstration of the

performances obtained with an analysis for a dataset of 15 columns and approximately

25000 rows. The user wants to study the association between race and salary in the

dataset. The parts below will describe the workflow of eAnalysis to address this

question.

3.1 Setting up the study

The first step consists of loading the dataset into eAnalysis. If the user has downloaded

the dataset beforehand, he loads the file by selecting it in its computer using the

Choose file button. After checking in the Data preview section that the dataset is

correctly loaded, the user can change the p value used for each test in the Parameters

section, the default value being 0.05.

3.2 Exploring the data

Once the data is loaded in the system, the user can use the tool offered in the Data

exploration tab to explore the data. In this case, the user can represent the count of

each category in a table to get a first insight as shown in Table 4.

<=50K >50K
Amer-Indian-Eskimo 213 27
Asian-Pac-Islander 572 199
Black 2075 297
Other 199 15
White 15902 5435

Table 4: Contingency table of race and salary in the adult dataset

Here he can see that there are much more White than all the other races and that

there are much more people earning less than 50K than people earning more. To get

a better idea of the distribution, the user can also display the data in a bar chart as

shown in the Figure 12.
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Figure 12: Bar chart of race and salary in the adult dataset

3.3 Initial test

The user wants to study the association between race and salary. In the Variables

selection tab, he thus selects salary as dependent variable and race as independent

variable and launches the test. Both variables are categorical, the sample size is

greater than 1000 and race is not a binary variable. Thus eAnalysis selects a chi

square test. The results of the test are displayed in the second part of the Test

results tab. The contingency table summarizes the distribution of the races in the

different salary groups. The results of the test (the test statistic and the p value) are

presented with a short interpretation. Here the p value of the test is smaller than

than the p value set in the parameters. Thus we reject the null hypothesis. There is a

significant association between race and salary. At this point, the user can stop. All

the necessary elements to report the test (from the test selection process to the test

results) are presented in one place. But eAnalysis has also conducted further analysis

automatically.

3.4 Post Hoc analysis

First eAnalysis computed the strength of the association between race and salary

by using Cramer’s V. V is smaller than 0.20 here, which corresponds to a weak

association. eAnalysis interprets thus that the association between race and salary is

statistically significant but quite weak.

eAnalysis also conducted a test of association for each pair of races. The initial

test told the user that race and salary were associated, but brought no information

regarding the differences between the races. This analysis allows the user to know

which races have a similar distribution of salary (in a statistically significant way) and

which do not. The Table 5 presents the results in this case. eAnalysis then groups

the races which have similar distribution. Here the White and the Asian-Pac-Islander

groups on one hand and that the Amer-Indian-Eskimo, Black and Other groups on

the other hand have similar salary distributions.
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p value Similar distribution
(Amer-Indian-Eskimo, Asian-Pac-Islander) 3.492e-06 Yes
(Amer-Indian-Eskimo, Black) 6.408e-01 No
(Amer-Indian-Eskimo, Other) 1.444e-01 No
(Amer-Indian-Eskimo, White) 6.893e-07 Yes
(Asian-Pac-Islander, Black) 2.407e-18 Yes
(Asian-Pac-Islander, Other) 1.728e-10 Yes
(Asian-Pac-Islander, White) 8.652e-01 No
(Black, Other) 2.375e-02 No
(Black, White) 3.124e-44 Yes
(Other, White) 1.036e-09 Yes

Table 5: Assessment of similar distribution between racial groups with regard to
salary

Finally eAnalysis computes the adjusted standard residuals for each combination

between groups of the dependent variable and groups of the independent variable as

represented in Table 6. A higher adjusted standard residual indicates a higher devi-

ation from the null hypothesis. This allows the user to better assess the contribution

of each race. Here the White and Black groups have the highest residuals which mean

that they have the salary distribution that differ the most from the proportional dis-

tribution. However, their residuals have opposite signs for each salary group, which

means that they are different in opposite ways. In fact, the White group has an

abnormally high proportion and the Black group an abnormally low proportion of

members earning more than 50K per year.

<=50K >50K
Amer-Indian-Eskimo 4.634 -4.634
Asian-Pac-Islander -1.226 1.226
Black 13.72 -13.72
Other 5.833 -5.833
White -13.67 13.67

Table 6: Adjusted standard residuals for race and salary

In conclusion, the post hoc analysis has brought many additional insights to the

user. The initial test only told him that there was an association between race and

salary. But he now knows that this association is pretty weak, has recognized two

groups of races with similar distributions of salary and has assessed that the Black

and White groups were the most different from the proportional distribution with the

White group being abnormally rich and the Black group abnormally poor.

3.5 Confounders analysis

eAnalysis now tries to detect and account for confounding variables that could skew

the relationship between race and salary and lead the user to make erroneous conclu-

sions. The first step is to detect which variables could be potential confounders. As

per the results presented in Table 7, the final weight (fnlwgt) is not associated with

salary and can be eliminated for the search for confounders.

All the other variables are potential confounders. For example, age is associated
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salary race Potential confounder
age Associated Associated Yes
capital gain Associated Associated Yes
capital loss Associated Associated Yes
education Associated Associated Yes
education num Associated Associated Yes
fnlwgt Not associated Associated No
hours per week Associated Associated Yes
marital status Associated Associated Yes
native country Associated Associated Yes
occupation Associated Associated Yes
relationship Associated Associated Yes
sex Associated Associated Yes
workclass Associated Associated Yes

Table 7: Assessment of potential confounders

with both salary and race. The association between age and salary is quite intuitive as

salaries increase with the work experience which is itself correlated with age. However,

the association between age and race is more surprising. To better understand these

associations, the user can use the data exploration tool.

Figure 13: Line chart of age and salary in the adult dataset

The Figure 13 is a graph representing the association between age and salary. The

user can see that, indeed, the persons earning more than 50K are statistically older

than those earning less than 50K. The user can also obtain the frequency of each age

in a particular race, as represented in Figure 14. We displayed only the age frequency

for White, Black and Asian-Pac-Islander in order to obtain a better visualisation. By

hovering the mouse on each point, the precise value will be displayed. Here we can see

that, for Asian-Pac-Islander, 4.5% of the sample are 35 years old. The data can also

be exported as a CSV table and be used to adjust the statistical models for further

confounders analysis.
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Figure 14: Line chart of the frequency of age for the races White, Black and
Asian-Pac-Islander in the adult dataset

The second part of the Confounders analysis tab allows the user to study in

more details the effect of each potential confounder. For example, the user does a

stratified analysis with education as a potential confounder. eAnalysis conducts a test

of association by filtering each level of education. There is an association between

race and salary for most education levels (although the results must be considered

carefully because the sample size might be too small) but not for assoc-acdm.
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4 Limitations and extensions

4.1 Limitations and caveats

In this section, we will address the limitations of eAnalysis and the reasons underlying

these limitations.

Logistic regression The first limitation is that eAnalysis does not allow to study a

hypothesis where the dependent variable is categorical and the independent variable

is numerical. To conduct such an analysis would necessitate to implement logistic re-

gression in Python. But logistic regression is not available in scipy. In general, python

suffers from a lack of implementation of statistical tests compared to R, which as, in

turn, limited the tests available for eAnalysis. We had considered adding the imple-

mentation for such tests ourselves. However, implementing a statistical test correctly

would need a lot of work to ensure that the implementation is correct (numerous test

cases for example) and is out of the scope of this project. As an imperfect solution,

the user can get an idea of the relationship between the two variables by selecting

the numerical variable as the dependent variable and the categorical variable as the

independent variable. It will not be equivalent to the study initially intended but can

still bring valuable insights.

Adjustment models for confounder analysis At the moment, eAnalysis offers

a module for confounder analysis but this module only offers an analysis by strati-

fication. Another possible way to conduct a confounder analysis would be to adjust

the statistical model to consider the influence of the confounder. But this approach

is quite complicated to implement. In fact, the adjustment would depend on the type

of the variable. Typically, if the dependent variable is numerical, you would do a

multi-linear regression, and if the dependent variable is categorical, you would do a

logistic regression. However the logistic regression is not implemented in eAnalysis

as stated in the above paragraph. Furthermore the standard way of controlling for

confounders by using a logistic regression is limited to a binary dependent variable

[46]. There have been recent developments to extend this method to multi level cat-

egorical dependent variables [47]. But even these techniques require the independent

variable to be binary.

Statistical hypothesis testing To select the most appropriate statistical test,

eAnalysis assesses the validity of the test underlying hypotheses. To assess this va-

lidity, a statistical test is often used. It produces a p value which is then compared

to the p value entered as a global parameter and the test confirms or not the validity

of the hypothesis. The problem here is that a very small change of the p value can

completely change the result of the test. This is a classical criticism against frequen-

tist statistics [48] and this is ultimately unavoidable since eAnalysis needs to make a

decision. However, this criticism against the sensitivity to the p value is even more

valid when assessing a test hypothesis since studies have shown that statistical tests

can be quite insensitive to moderate violations of the hypotheses [49, 50]. In a normal

statistical study, the statistician can typically draw a graph to visualize the data and
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then make a decision if the hypothesis is verified. This eye test can thus comple-

ment the statistical assessment. One way to implement this behaviour in eAnalysis

would be to plot the data and ask the user for its assessment. This would allow more

flexibility to the statistical process and ensure that the user is better implicated.

4.2 Extensions

eAnalysis could be further extended in the future in order to allow a better statistical

analysis.

First we could add more statistical tests. On one hand, we could add new test

classes to add more possibilities in the choice of variables to analyze, such as ANCOVA

to be able to deal with a covariate, or the logistic regression to deal with a categorical

dependent variable. On the other hand, we could add tests to existing test classes

with different hypotheses, which would allow us to better select an appropriate test.

For example, we could add the Mann–Whitney U test, a non parametric equivalent

of the T test, which albeit less powerful than the T test, does not need a normal

distribution of the data. However these tests are not implemented in scipy at the

moment and adding them would require to implement them directly which can be

very difficult. Alternatively they could be ported from their implementation in R.

Another possible extension would be adding support for more data formats for

the input. At the moment, only CSV files are supported as it is the most common

format. But, we could leverage pandas capabilities to support JSON and XML files.

We could also add the possibility of applying filters to the data directly in eAnal-

ysis. Even if the performance should not be a problem, it would allow the user more

flexibility in the data analysis. For example, for the US Census dataset, the user

could choose to study only the white males or the people older than fifty years.

eAnalysis could also integrate more graphical visualizations in the workflow, such

as histograms or scatter plots. These graphs could be used to help the user explore

the data in a more intuitive way. Graphs could also be used in the hypothesis testing

phase. At the moment, all the hypothesis tests are done by the program. However,

it is a classical technique in statistics to plot data and verify hypothesis by sight.

eAnalysis could then present a graph to the user and ask him to assess if an hypothesis

is verified. This would make the software more interactive and allow the user to be

more implicated in the study and thus help him to better understand the statistical

process.

In Section 4.1, we briefly presented a criticism of frequentist statistics, namely that

they attempt to answer by yes or no to a complex problem, and how this criticism

was relevant to eAnalysis. An ambitious way to address this issue would be to rewrite

eAnalysis completely to use a Bayesian approach instead of frequentist statistics.

Some studies have been conducted to explore this novel approach with promising

results [51].
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5 Related work

In this section, we will present different tools that address the same problem as

eAnalysis and compare their specifications.

There exist multiple tools to do statistical data analysis. Systems such as R [52] or

SPSS [53] are very powerful tools to do statistical analysis. They exist since years and

are supported by an important community and a big company (IBM) respectively.

Both offer a wide variety of statistical tests. However, because in part of their power,

they are quite complicated to use and are primarily useful for people with a strong

training in statistics. They do not guide the user during a statistical analysis or test

statistical assumptions automatically. Furthermore they do not generate additional

analysis for the user. In fact, these systems can be so complicated that there exist

entire tools to help users to use R or SPSS. For example, Laerd Statistics [54] offer

a complete set of interactive guides to help non experts to use SPSS. Laerd offers an

interactive experience where the user is directed on a certain path according to the

setting of the study. For example, Laerd makes sure that the user verify the statistical

hypotheses underlying a test. This approach conducts to a very natural workflow and

Laerd was an inspiration in designing eAnalysis. However, eAnalysis goes further by

directly integrating the statistical tests in the workflow. This gives the user an even

more natural workflow but the risk is that the user no longer fully understands the

statistical process. For this reason, eAnalysis gives detailed explanations of its process

at each step. Furthermore, Laerd Statistics is a paying service for a proprietary system

while eAnalysis is completely free and built exclusively on open source software. We

should also mention Redhyte [55], a tool which tries to address the same problem as

eAnalysis. It also offers the verification of statistical hypotheses, but focuses more

on discovering new hypotheses, using data mining techniques. The workflow is also

different: whereas eAnalysis assesses the statistical hypotheses to select the most

appropriate test among several tests, Redhyte select a test first and then checks for

the validity of the hypotheses. Redhyte also only allows the study of binary variables

whereas eAnalysis can study categorical variables of any level.
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Conclusion

In this report, we have presented eAnalysis, a web application that aims to automate

the process of statistical analysis. eAnalysis is designed to offer a familiar experience

to its user by reproducing classical workflows while helping them to be more efficient

and rigorous. Through eAnalysis, users can explore the data, conduct valid statistical

tests and discover new insights. eAnalysis can be used alone or in conjunction with

other statistical packages. The results obtained can conveniently be used in a report

or shared with others thanks to detailed explanations at each step of the process.

eAnalysis serves also as a demonstration that a stack equivalent to Shiny in R can

be developed in Python, from the statistical process in the back-end to the graphical

interface and the web hosting on the front-end. It is still much more difficult to set

up that a Shiny app but we believe that, thanks to the work of the open source

community, it will become easier with time. eAnalysis is an open source project,

built using only open and free software, and external contributions are welcome . Its

code has been purposely designed with a modular structure in order to be easy to

understand and to extend.

You can find a working version of eAnalysis at 128.199.231.116:8000/notebooks/

easy_analysis.ipynb. The source code is hosted on BitBucket at https://bitbucket.

org/emilebres/eanalysis/src.
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