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Abstract Drug-resistant varieties of pathogens are now a recognized global threat. Insights into the routes for drug
resistance in these pathogens are critical for developing more effective antibacterial drugs. A systems-level analysis of the
genes, proteins, and interactions involved is an important step to gaining such insights. This paper discusses some of the
computational challenges that must be surmounted to enable such an analysis; viz., unreliability of bacterial interactome
maps, paucity of bacterial interactome maps, and identification of pathways to bacterial drug resistance.
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1 Introduction

It is critical to address the emergence of drug-
resistant varieties of pathogens for infectious diseases,
especially those that have spread globally, such as drug-
resistant tuberculosis[1]. Approaches to counter drug
resistance have so far achieved limited success[2]. This
lack of success may be due to a lack of understanding
of how resistance emerges in bacteria upon drug treat-
ment. It has been proposed that a systems-level anal-
ysis of the genes, proteins, and interactions involved is
the key to gaining insights into routes required for drug
resistance[3].

One of pre-requisites of such an analysis is the exi-
stence of a comprehensive protein interactome of the
relevant pathogen. For example, let us assume that
a comprehensive protein interactome of Mycobacterium
tuberculosis is available. Then one can identify a mini-
mal set of proteins (or protein interactions) whose inhi-
bition would disconnect all essential pathways in M. tu-
berculosis. Alternatively, one can trace the interaction
route of the known targets of a drug to various efflux
pump proteins and drug-modifying enzyme proteins[4].

Two yeast interactome maps[5-6] based on yeast
two-hybrid technology were published eight years ago.
Today, the quantity and variety of protein inter-
action data have increased rapidly. In particular,
two-hybrid-based interactome maps have been gene-
rated for model organisms such as C. elegans[7],
D. melanogaster[8], and human[9-10]. Proteome-scale

interactome maps have also been generated for yeast
by TAP-MS experiments[11-13]. However, very few
bacterial species[14-16] have been analyzed at the pro-
teome level for protein interactions. Furthermore, the
quality of these interactome maps has much to be
improved[17-18]. For example, out of nearly 10 000 in-
teractions surveyed in [19], less than 25% were detected
in two different assays. This implies high false positive
and false negative rates in the underlying biological as-
says.

Hence a systems-level analysis of proteins and their
interactions in pathogens of infectious diseases for iden-
tifying drug resistance pathways is difficult. This is a
worthy problem for computational biologists. So, we
propose the following challenges in the systems-level
analysis of proteins and interactions in pathogens of
infectious diseases for identifying drug resistance path-
ways:
• Unreliability of bacterial interactome maps;
• Paucity of bacterial interactome maps;
• Identification of candidate pathways to drug resis-

tance in a bacterium.
Furthermore, we suggest using M. tuberculosis as a test
case. These challenges and some approaches are dis-
cussed in the remainder of this paper.

2 Unreliability of Bacterial Interactome Maps

Comprehensive and high-quality bacterial protein
interactome maps are needed to support reliable infe-
rence of pathways to drug resistance in bacteria.
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Unfortunately, the quality of available bacterial protein
interactome maps is likely to be low, as several stu-
dies show that existing interactome maps have a lot of
noise[17]. For example, while real protein interactions
are expected to be generally reproducible, it has been
found that no more than 25% of protein interactions
reported in various high-throughput experiments can
be detected in two or more different high-throughput
assays[18-19]. As another example, while real protein
interactions are expected to be generally between pro-
teins in the same cellular compartments, no more than
55% of protein interactions in the DIP yeast protein in-
teraction database[20] are between proteins in the same
cellular compartments. Thus it is critical to develop
techniques to assess the reliability of protein interac-
tions in bacterial protein interactome maps. Also, these
interactome maps are still essentially an in vitro scaf-
fold and thus do not directly reflect, e.g., in vivo protein
complexes[21]. It is critical to investigate techniques for
improving the reliability of interactome maps, as well
as techniques for inferring protein complexes from in-
teractome maps.

Protein reliability assessment has been made based
on the sharing of a common cellular localization or a
common functional role[19,22]. It has also been made
based on the reproducibility and non-randomness of
the observation of an interaction[23]. Related to the
ideas of functional homogeneity, localization coherence
and observational reproducibility are a large number
of other approaches[24] for estimating the reliability of
protein interactions based on the use of additional in-
formation, such as protein annotation, or the use of
information from multiple assays. Current state-of-the-
art approaches generally integrate multiple information
types into the reliability assessment process[25].

However, the additional information required by
these approaches may be unavailable, as is likely to
be the case in M. tuberculosis. Therefore, reliability
indices that do not require such information are criti-
cal. Recent work on reliability indices based purely on
the topology of the interactome map may be suitable
for this purpose[21,26]. These indices are based on the
simple “guilt by association” idea: two proteins shar-
ing a large number of common partners are more likely
to be co-located and to participate in the same cellular
processes; and thus they are more likely to interact[21].
The most direct formulation of this idea is the adjusted
CD-distance index[26],

AdjustCD(u, v) =
2|Nu ∩Nv|

|Nu|+ λu + |Nv|+ λv

where Nu and Nv are respectively the sets of neigh-
bours of proteins u and v, and λu and λv are used

to penalized proteins with very few neighbours. An
edge (u, v) is more likely to be a real interacting pair
if AdjustCD(u, v) is a high value. This idea can be
applied along with an expectation maximization pro-
cess to achieve even better cleansing performance[26].
Specifically, define

wk+1(u, v) =
∑

x∈Nu∩Nv
(wk(x, u) + wk(x, v))∑

x∈Nu
wk(x, u) + λk

u +
∑

x∈Nv
wk(x, v) + λk

v

where wk(x, u) is the score of (x, u) in the k-th iter-
ation; and w0(x, u) = 1 when there is an edge (x, u)
in the original (unclean) protein interaction network
and w0(x, u) = 0 otherwise. It is easy to see that
w1(u, v) = AdjustCD(u, v).

Fig.1. Edges in the DIP yeast interaction database are ranked

by AdjustCD and other reliability indices. The figure shows the

correlation of these indices to functional homogeneity (a) and

localization coherence (b).

In spite of its simplicity, this idea works very well.
Fig.1 shows the correlation of AdjustCD and a few other
related indices to functional homogeneity and localiza-
tion coherence in the DIP yeast interaction database[20].
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Note that DIP is quite noisy and the probability of two
proteins in an edge in DIP being in the same cellular
location is less than 55%. It can be seen from Fig.1 that
proteins in the 3000 top-ranked edges by these indices
have more than 70% probability of being in the same
cellular locations and thus are much more likely to be
capable of real interactions in vivo than other edges in
DIP.

Nonetheless, there is still much room to further im-
prove reliability assessment indices for cleaning protein
interactions. For example, AdjustCD has inherent limi-
tation when applied on a sparse partially protein inter-
actome map, as its formulation implicitly requires the
proteins being considered to have sufficient number of
partners.

3 Paucity of Bacterial Interactome Maps

We have earlier suggested M. tuberculosis as the tar-
get bacterial species because the emergence of drug-
resistant tuberculosis is posing a major threat to global
tuberculosis eradication programs[3]. However, very
few bacterial species have been analyzed at the pro-
teome level for protein interactions. In particular, only
a small partially inferred M. tuberculosis interactome
map is currently available[3]. To deal with this chal-
lenge, we need to develop techniques for (i) transferring
conserved interactions from other bacterial interactome
maps, (ii) predicting de novo protein interactions and
protein complexes, and (iii) mining protein interactions
from biological literature.

3.1 Transfer Conserved Interactions

It is necessary to integrate as many bacterial inter-
actome maps as possible to form a more comprehensive
interactome map for M. tuberculosis. Possible interac-
tome maps that can serve as starting points include C.
jejuni[15] and E. coli[16].

A major issue in inferring conserved protein interac-
tions is the determination of orthologs whose function
and interaction are highly likely to be conserved from
one bacterium to another. Candidate orthologs can be
obtained through a pre-computed data source such as
OMA[27]. However, the mapping is not guaranteed to
be unique as OMA is primarily based on evolutionary
distance derived from pairwise sequence comparison[28].
It is probably necessary to use conserved gene clus-
ters to disambiguate orthologs that are not uniquely
mapped[29]. The inference of conserved gene cluster is
non-trivial. Perhaps the recently developed approach
based on the idea of gene team tree[30] is helpful here.
The article by Tao Jiang[31] in this special issue pro-
vides further insights and discussions on this topic.

3.2 Infer Protein Interactions

It is important to infer some protein interactions
de novo to supplement the paucity of known protein
interactions information. There already exists a varie-
ty of protein-protein interaction prediction techniques,
including domain-domain interactions[32], interaction
motifs[33], paralogous interactions[34], protein function
similarity[35], protein coevolution information[36], as
well as data mining technique to identify domain or
functional combination pairs associated with interact-
ing proteins to derive complex interaction rules[25].

Interestingly, the AdjustCD index described in the
previous section can be made into a technique for
de novo protein interaction prediction based on topo-
logy of protein interactome maps! In particular, one
can predict proteins (u, v) to interact if the score
AdjustCD(u, v) is high. Fig.2 shows that the top 1000
new interactions in yeast (which are edges missing in
DIP) predicted by AdjustCD have more than 60% prob-
ability of being functionally homogeneous and more

Fig.2. New yeast protein interactions predicted using AdjustCD

and other reliability indices based on the DIP yeast protein in-

teraction database. The figure shows these new edges have high

functional homogeneity (a) and localization coherence (b).
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than 80% probability of being in the same cellular com-
partment, suggesting their strong likelihood to be real
interactions[37].

Nevertheless, there is considerable room for
improvement as current best-in-class approaches, which
already integrate many of the techniques mentioned,
are only achieving an ROC score of just above 63%[25].

3.3 Infer Protein Complexes

It is desirable to investigate techniques for predict-
ing protein complexes and functional modules from
an interactome map to derive higher-level information
for the interactome map. Several algorithms based
on graph clustering, dense region finding, or clique
finding have been developed to discover protein com-
plexes from protein interaction networks, including
MCL[38], RNSC[39], DPClus[40], CFinder[41], PCP[42],
and CMC[26]. These algorithms are based on the as-
sumption that proteins in a complex have much denser
mutual interactions between themselves than with pro-
teins outside of the complex. However, these algorithms
have low sensitivity and low precision[42-43].

Fig.3. Precision and recall of CMC and MCL on Aloy (a) and

MIPS (b) datasets are improved significantly after the input pro-

tein interactome map is cleansed using AdjustCD.

One reason for this low sensitivity and precision
is the noise in protein interactome maps. This is
confirmed by an analysis[26], which shows that cleans-
ing the input interactome map has a large positive im-
pact on algorithms for inferring protein complexes from
the interactome map. For example, as shown in Fig.3,
the popular MCL algorithm[38] nearly doubles its pre-
cision and recall on the Aloy[44] and MIPS[45] datasets
of yeast protein complexes, after the input protein in-
teractome map is cleansed using AdjustCD. Thus the
earlier suggested challenge on increasing the reliability
of protein interactome should directly benefit protein
complex prediction.

Fig.4. Edge density of yeast protein complexes computed based

on protein interactomes from the popular BioGRID database.

Another cause for the low sensitivity and low pre-
cision of protein complex prediction algorithms is that
they cannot predict complexes that are small or have
low edge density, due to their assumption on high edge
density. However, complexes having low density of pro-
tein interactions are by far more common than high-
density ones! As evident in Fig.4, most yeast complexes
in MIPS[45] have edge density no more than 30% with
respect to protein-protein interactions in BioGRID[46].
So protein complex prediction needs new ideas that do
not rely on assuming dense interactions in the protein
interaction network.

3.4 Mine Biological Literature

There is a limit to the number of new protein in-
teractions and protein complexes that can be predicted
reliably. At the same time, new protein interactions and
complexes are also being reported in the scientific litera-
ture. It is important that such new information be cap-
tured into an integrated database of bacterial interac-
tome maps as soon as possible. Such a database should
also be enhanced with information such as the known
M. tuberculosis drug targets and the known proteins
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involved in drug resistance.
This calls for effective tools for mining literature

abstracts in Pubmed, reports in US FDA website, and
databases like PharmGKB[47]. Such tools should in-
clude ability for automated extraction of drug-enzyme
and protein-protein interactions from literature.

Recent progress on protein interaction extraction
from literature[48] is promising, achieving sensitivity
and precision above 80% on a small set of sentences.
However, the performance of these literature mining
tools on the whole-Pubmed scale has not been satis-
factorily evaluated to date. The extraction of drug-
enzyme interaction information from literature is even
less mature. The article by Hong-Jie Dai et al. in this
special issue[49] is a good resource for further insights
and discussions on this topic.

4 Identify Candidate Pathways to Drug
Resistance in Bacteria

Removal or suppression of critical proteins on an es-
sential pathway or complex is expected to disrupt the
pathway or complex and prohibit the pathogen from
performing a vital function[50]. Thus disconnecting
multiple pathways should effectively disrupt the sur-
vival of the bacteria. This brings us to the concept of
co-targets[3], whereby a combination of drugs is used to
simultaneously suppress several critical proteins, to re-
duce the emergence of drug resistance. This approach
to suppressing drug resistance in bacteria requires tech-
niques for (i) identifying essential pathways to drug re-
sistance in a bacterium, and (ii) finding effective co-
targets on these pathways to disrupt.

4.1 Identify Pathways

The general known mechanisms for drug resistance
in bacteria include efflux pumps to transport drugs out
of the cell, cytochromes-like enzymes that chemically
modify the drug, and horizontal gene transfer that im-
ports a detoxifying protein from the environment[4,51].
For each of these mechanisms, there are at least two
pathways to be identified. The first is the pathway by
which the specific efflux pump, drug-modifying enzyme,
or detoxifying protein is produced and activated. The
second is the pathway through which the drug or its
toxic downstream metabolites come into contact with
the specific efflux pump, drug modifying enzyme, or
detoxifying protein.

The identification of the first type of pathways is by
now an established problem in computational biology.
It involves classical topics such as discovering transcrip-
tion factors and their binding sites[52] on the genes for
the efflux pump, drug-modifying enzyme, or detoxify-
ing protein.

The identification of the second type of pathways
is one of the interesting new challenges in countering
bacterial drug resistance. Although there is no clear
formulation yet, an extensive use of gene regula-
tory network and protein interaction network informa-
tion appears inevitable[18]. For example, Raman and
Chandra[3] formulated it as a search for shortest paths
of interacting proteins, in the relevant bacterial pro-
tein interactome map, that connect the direct targets
of a given drug to efflux pumps, drug modifying en-
zymes, or detoxifying proteins. These paths are then
further culled by correlating with gene expression data
obtained from the bacteria after exposure to the drug.

However, this formulation has an obvious weakness.
It assumes that the shortest paths are the only routes
to escape or counter the effect of the drug. Nature is
known to be full of “back-up”. If there are two dis-
joint paths between a drug target and (say) an efflux
pump, disrupting the shorter path may simply channel
the flux to the longer one and thus the drug may still
be pumped out of the bacterial cell.

Also, the genome of the drug-resistant strain and
non-drug-resistant strain of the pathogen should be
compared to identify extra genes in the former. The
protein products of these extra genes are worth consi-
dering as components of drug-resistance pathways.

4.2 Select Co-Targets

Proteins and interactions on such paths described
in the previous subsection are candidate co-targets. A
combination of complementary drugs that inhibit them
should disrupt pathways that confer resistance to the
main drug; thus allowing the main drug to kill the bac-
teria. For practical purposes, it is preferable to limit
the set of complementary drugs to be as small or as
cheap as possible.

If, for each path, there is at least one known drug
that inhibits a co-target on that path, choosing the
smallest or cheapest set of complementary drugs is
related to the vertex cover problem, which is NP-
complete[53]. If, for some path, there is no known drug
that inhibits any co-target on that path, the problem
becomes related to the multicut problem or minimum
bisection problem, which are NP-hard[54-55]. In either
case, the challenge promises to be interesting.

5 Closing Remarks

The emergence of drug resistance in bacteria is a
serious global threat. Even though the repertoire of
bacterial drug resistance mechanisms is still limited[4],
there has not been much success in countering these
drug resistance mechanisms. It is hoped that new in-
sights to bacterial drug resistance can be gained by a
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systems-level analysis of bacterial gene regulation and
protein interaction networks[3,18].

The unreliability and paucity of bacterial
interactome maps are key obstacles to such a systems-
level analysis. In this paper, we have outlined some
current solutions and/or suggested possible approaches
to these issues from the computational perspective. In
particular, we have described the need to develop tech-
niques to assess reliability of protein interactions that
can work on a sparse input protein interactome map
without requiring much annotations on the proteins.
We have pointed out the need to develop techniques
to predict protein complexes from protein interactome
maps that can identify protein complexes that have
low edge density. We have also highlighted the need
to formulate new ways to identify pathways through
which a bacterium achieves resistance to a drug. Much
work remains to be done indeed!
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