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Lecture Outline 

• Overview of protein complex prediction 

• Impact of PPIN cleansing 

• Detecting overlapping complexes 

• Detecting sparse complexes 

• Detecting small complexes 

 



Overview of  

Protein Complex Detection from PPIN 
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Protein Interaction Network 

Protein Interaction Networks 

• Proteins come 

together & interact 

• The collection of 

these interactions 

form a Protein 

Interaction Network 

or PPIN 

Collection of such 

interactions in an 

organism 

Individual proteins come together  

and interact 

PPIN 

Valuable source 

of knowledge 

Source: Sriganesh Srihari 
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Detection & Analysis of  

Protein Complexes in PPIN 

Identifying 

embedded 

complexes 

Entire module 

might be involved 

in the same  

function/process 

Individual complexes 

(Some might share 

proteins) 

PPIN derived from several 

high-throughput expt 
Embedded complexes 

identified from PPIN 

Source: Sriganesh Srihari 

Space-time 

info is lost 

Space-time info 

is “recovered” 
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Chronology of  

Protein Complex Prediction Methods 

• As researchers try to improve basic graph clustering techs, 

they also incorporate bio insights into the methods 

 

Source: Sriganesh Srihari 

Biological insights 

integrated with 

topology to identify 

complexes from PPIN 

MCL-CAw 
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Comparative Assessment 

• Methods arranged 

in chronological 

order   

Over the years, F1-

measure have 

improved! 

 

Li et al., BMC Genomics, 11(Suppl 1):S3, 2010 

(Noisy, sparse, old) (Good quality, dense, new) 
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Challenges 

• Recall & precision of 

protein complex 

prediction algo’s have  

lots to be improved 

 

• Does a “cleaner” PPI 

network help? 

• How to capture “high 

edge density” 

complexes that 

overlap each other? 

• How to capture “low 

edge density” 

complexes? 

• How to capture small 

complexes? 



Impact of PPIN Cleansing on Protein 

Complex Prediction 
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Large disagreement betw methods 

Noise in PPI Networks 

• High level of noise 

 Need to clean up before making inference on PPI networks 

Sprinzak et al., JMB, 327:919-923, 2003 
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Cleaning PPI Network 

• Modify existing PPI network as follow 

– Remove interactions with low weight 

– Add interactions with high weight 

 

• Then run RNSC, MCODE, MCL, …, as well as our 

own method CMC 
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CMC: Clustering of Maximal Cliques 

• Remove noise edges in input PPI network by 

discarding edges having low iterated CD-distance 

 

• Augment input PPI network by addition of 

missing edges having high iterated CD-distance 

 

• Predict protein complex by finding overlapping 

maximal cliques, and merging/removing them 

 

• Score predicted complexes using cluster density 

weighted by iterated CD-distance 

Liu, et al. “Complex Discovery from Weighted PPI 

Networks”, Bioinformatics, 25(15):1891-1897, 2009 
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CD Distance 

• Suppose 20% noise in the PPIN 

 ≥ 3 purple proteins are real partners 

of both A and B 

 A and B are likely localized to the 

same cellular compartment  (Why?) 

 

• Fact: Proteins in the same cellular 

compartment are 10x more likely to 

interact than other proteins 

 A and B are likely to interact 

 

• CD distance measures the 

proportion of A and B’s neighbours 

that are common between them 

A B 
? 
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Some details of CMC 

• Iterated CD-distance is used to weigh PPI’s 

 

 

• Clusters are ranked by weighted density 

 

 

• Inter-cluster connectivity is used to decided 

whether highly overlapping clusters are merged 

or (the lower weighted density ones) removed 

Liu, et al. Bioinformatics, 25(15):1891-1897, 2009 
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Validation Experiments 

• Matching a predicted complex S with a true 

complex C 

– Vs: set of proteins in S 

– Vc: set of proteins in C 

– Overlap(S, C) = |Vs Vc| /|VsVc|, Overlap(S, C)  0. 5 

 

• Evaluation 

– Precision = matched predictions / total predictions 

– Recall = matched complexes / total complexes 
 

• Datasets: combined info from 6 yeast PPI expts 

– #interactions: 20,461 PPI from 4,671 proteins 

– #interactions with >0 common neighbor: 11,487 
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Effecting of Cleaning on CMC 

• Cleaning by Iterated CD-distance improves recall 

& precision of CMC 

Liu, et al. Bioinformatics, 25(15):1891-1897, 2009 



SNU BioFest 2013 Copyright 2013 © Limsoon Wong 

17 

Noise Tolerance of CMC 

• If cleaning is done by iterating CD-distance 20 

times, CMC can tolerate up to 500% noise in the 

PPI network! 

Liu, et al. Bioinformatics, 25(15):1891-1897, 2009 
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Other methods benefit too.. 

Liu, et al. Bioinformatics, 25(15):1891-1897, 2009 



Detecting Overlapping Protein Complexes 

from Dense Regions of PPIN 
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Overlapping Complexes  

in Dense Regions of PPIN 

• Dense regions of PPIN often contain multiple 

overlapping protein complexes 
 

• These complexes often get clustered together 

and cannot be corrected detected 

• Two ideas to solve this problem 

– Decompose PPI network by localisation GO terms 

– Remove big hubs 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Idea I: Split by Localization GO Terms 

• A protein complex can only be formed if its 

proteins are localized in same compartment of 

the cell 

 

Use general cellular component (CC) GO terms to 

decompose a given PPI network into several 

smaller PPI networks  

 

• Use “general” CC GO terms as it is easier to 

obtain rough localization annotation of proteins 

– How to choose threshold NGO to decide whether a 

CC GO term is “general”? 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Effect of NGO on Precision 

• Precision 

always improves 

under all NGO 

thresholds 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Effect of NGO on Recall 

• Recall drops when NGO 

is small due to 

excessive info loss 

 

 

 

 

• Recall improves when 

NGO >300 

Good to decompose by 

general CC GO terms 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Idea II: Remove Big Hubs 

• Hub proteins are those proteins that have many 

neighbors in the PPI network 

 

• Large hubs are likely to be “date hubs”; i.e., 

proteins that participate in many complexes 

– Likely to confuse protein complex prediction algo 

 

Remove large hubs before protein complex 

prediction 

– How to choose threshold Nhub to decide whether a 

hub is “large”? 

 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Effect of Nhub on Recall 

• Recall is affected when 

Nhub is small, due to 

high info loss 

 

 

 

 

• Not much effect on 

recall when Nhub is large 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Effect of Nhub on Precision 

• Precision of MCL & 

RNSC not much change 

 

• Precision of IPCA & 

CMC improve greatly 

 

 

 

 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Combining the Two Ideas 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Effect of Combining NGO & Nhub 

• RNSC doesn’t 

benefit further 

 

• MCL, IPCA & CMC 

all gain further 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Conclusions 

• RNSC performs best (F1 = 0.353) on original PPI 

network; it also benefits much from CC GO term 

decomposition, but not from big-hub removal 

 

• CMC performs best (F1 =0.501) after PPI network 

preprocessing by CC GO term decomposition and 

big-hub removal 

 

• But many complexes still cannot be detected… 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Many complexes not detectable. Why? 

• Among 305 complexes, 

81 have  density < 0.5, 

and 42 have density < 

0.25 

 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Many complexes not detectable. Why? 

• 18 complexes w/ more 

than half of their 

proteins being isolated 

– Isolated vertex  

connects to no other 

vertices in the complex 
 

• 144 complexes w/ more 

than half of their 

proteins being loose 

– Loose vertex connects 

to < 50% of other 

vertices in the complex  

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 
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Many complexes not detectable. Why? 

• For all four algo’s, 90% of detected complexes 

have a density > 0.5 

• But many undetected complexes have a density < 

0.5, and also have many loose vertices 

Liu, et al. “Decomposing PPI Networks for Complex Discovery”. Proteome Science, 9(Suppl. 1):S15, 2011 



Detecting Protein Complexes  

from Sparse Regions of PPIN 
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ANY algorithm based solely on topological will miss  these sparse complexes!! 

~ 25% sparse complexes – “scattered” or low density 

Source: Sriganesh Srihari 

Sparse 

Complexes 
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Cytochrome BC1 Complex 

• Involved in electron-transport 
chain in mitochondrial inner 
membrane 

 

• Discovery of this complex from 
PPI data is difficult 

 

– Sparseness of the complex’s 
PPI subnetwork 

• Only 19 out of 45 possible 
interactions were detected 
between the complex’s 
proteins 

 

– Many extraneous interactions 
detected with other proteins 
outside the complex 

• E.g., UBI4 is involved in 
protein ubiquitination, and 
binds to many proteins to 
perform its function.  
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Supervised 

Weighting of 

Composite 

Networks (SWC) 

• Key idea to deal with 

sparseness 

 

 Augment physical PPI 

network with other 

forms of linkage that 

suggest two proteins 

are likely to integrate 

 

• Data integration 

• Supervised edge 

weighting 

• Clustering 

Yong et al. “upervised maximum-likelihood weighting of composite protein 

networks for complex prediction”. BMC Systems Biology, 6(Suppl 2):S13, 2012 
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Overview of SWC 

1. Integrate diff data 

sources to form 

composite network 
 

2. Weight each edge 

based on probability 

that its two proteins 

are co-complex, using 

a naïve Bayes model 

w/ supervised learning  
 

3. Perform clustering on 

the weighted network 

• Advantages 
– Data integration increases 

density of complexes 
• co-complex proteins are 

likely to be related in other 
ways even if they do not 
interact 

– Supervised learning 
• Allows discrimination betw 

co-complex and transient 
interactions 

– Naïve Bayes’ transparency 
• Model parameters can be 

analyzed, e.g., to visualize 
the contribution of diff 
evidences in a predicted 
complex 

 

Yong et al. “upervised maximum-likelihood weighting of composite protein 

networks for complex prediction”. BMC Systems Biology, 6(Suppl 2):S13, 2012 
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1. Integrate multiple data sources 

• Composite network: Vertices represent proteins, edges 

represent relationships between proteins 

• There is an edge betw proteins u, v, if and only if u and v 

are related according to any of the data sources 
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2. Supervised edge-weighting 

• Treat each edge as an instance, where features are data 

sources and feature values are data source scores, and 

class label is “co-complex” or “non-co-complex” 

• Supervised learning: 

1. Discretize each feature (Minimum Description Length discretization7) 

2. Learn maximum-likelihood parameters for the two classes: 
 

 

 for each discretized feature value f of each feature F 

• Weight each edge e with its posterior probability of being co-complex: 
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3. Complex discovery 

• Weighted composite network used as input to 

clustering algorithms 

– CMC, ClusterONE, IPCA, MCL, RNSC, HACO 

• Predicted complexes scored by weighted density  

• The clustering algo’s generate clusters with low overlap  

– Only 15% of clusters are generated by two or more algo’s  

 Voting-based aggregative strategy, COMBINED: 

– Take union of clusters generated by the diff algo’s 

– Similar clusters from multiple algo’s are given higher scores 
• If two or more clusters are similar (Jaccard >= 0.75), then use 

the highest scoring one and multiply its score by the # of 
algo’s that generated it 
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Evaluation wrt 

Yeast Complex 

Prediction 
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Evaluation wrt 

Human Complex 

Prediction 
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Example: Yeast BC1 Complex 
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Example: Human BRCA1-A complex 

• SWC found a complex 

that included 5 extra 

proteins, of which 3 

(BABAM1, BRE, 

BRCC3) have been 

included in the BRCA1-

A complex 
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High-Confidence Predicted Complexes 



SNU BioFest 2013 Copyright 2013 © Limsoon Wong 

46 

Two Novel Predicted Complexes 

• Novel yeast complex: Annotated w/ DNA metabolic 

process and response to stress, forms a complex 

called Cul8-RING which is absent in our ref set 

• Novel human complex: Annotated w/ transport 

process, Uniprot suggests it may be a subunit of a 

potassium channel complex 
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Conclusions 

• Naïve-Bayes data-integration to predict co-

complexed proteins 

– Use of multiple data sources increases density of 

complexes 

– Supervised learning allows discrimination betw co-

complex and transient interactions 

 

• Tested approach using 6 clustering algo’s 

– Clusters produced by diff algo’s have low overlap, 

combining them gives greater recall 

– Clusters produced by more algo’s are more 

reliable 



Remaining Challenge: 

Detecting Small Protein Complexes  
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Source: Osamu Maruyama 

There are 

many small 

complexes. 

Density-

based 

methods 

cannot 

predict them 

from PPI 

networks 
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