
Copyright © 2019 by National University of Singapore. All Rights Reserved. 
© Copyright National University of Singapore. All Rights Reserved. 

Practical advice 
for bewildered 
lay analysts
Wong Limsoon



Copyright © 2019 by National University of Singapore. All Rights Reserved. 

About Limsoon
Position

Kwan-Im-Thong-Hood-Cho-Temple Chair Professor, Dept 
of Computer Science, NUS

Research

Database systems & theory, knowledge discovery, 
bioinformatics & computational biology

Honours

ACM Fellow
FEER Asian Innovation Gold Award 2003
ICDT Test of Time Award 2014



Copyright © 2019 by National University of Singapore. All Rights Reserved. 

Lecture plan

Testing a hypothesis
Test sample fidel to population?
Right null hypothesis? Right null distribution?

Finding a better hypothesis & explaining why it is better
Exceptions? Trend reversals? Trend enhancements?

Data may be telling more than what you think

Assessing a prediction model
Reproducible? Meaningful? 
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Am I testing 
this 
hypothesis 
correctly?
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A seemingly 
obvious 
conclusion

A scientist claims the SNP rs123 is a great biomarker for 
a disease
If rs123 is AA or GG, unlikely to get the disease
If rs123 is AG, a 3:1 odd of getting the disease

A straightforward χ2 test. Anything wrong?

rs123
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Sample may not be fidel
to real-world population

AG = 38 + 79 = 117, 
controls + cases = 189 
⇒population is ~62% AG
⇒population is >9% AA, 

unless AA is lethalBasic rule of human genetics

rs123
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Sampling bias happens often

Wang, Sue, & Goh. Drug Discovery Today, 22(6):912-918, 2017

(1)

(2)
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An old story

The reason the Tribune was mistaken is that their editor trusted the results of 
a phone survey… Telephones were not yet widespread, and those who had them 
tended to be prosperous and have stable addresses.
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A very recent story

Really good results from a 
study published in CVPR 2017

Actually the dataset contained 
many mis-labeled data
Biased data – many pneumo-thorax cases 
were patients treated with chest drain

https://lukeoakdenrayner.wordpress.com/2017/12/18/the-chestxray14-dataset-problems/
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A seemingly 
obvious 
conclusion

A biological pathway is claimed as an explanation for a 
disease phenotype as it is enriched with differentially 
expressed genes
ORA p-value << 0.05

A straightforward hypergeometric test. Anything wrong?
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Disappointing performance

DMD gene expression data
• Pescatori et al., 2007
• Haslett et al., 2002

Pathway data
• PathwayAPI, Soh et al., 2010
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Null hypothesis may be 
inappropriate
The null hypothesis 
underlying ORA basically 
says “Genes in the given 
pathway behaves no 
differently from randomly 
chosen gene sets of the 
same size”

This null hypothesis is 
obviously false

A biological pathway is a series of actions among molecules in 
a cell that leads to a certain product or a change in a cell. Thus 
necessarily the behavour of genes in a pathway is more 
coordinated than random ones
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ORA-Paired: New null hypothesis

Let gi be genes in a given 
pathway P
Let pj be a patient
Let qk be a normal

Let ∆i,j,k = Expr(gi,pj) –
Expr(gi,qk)

Test whether ∆i,j,k is a 
distribution with mean 0

Null hypothesis is now much 
more reasonable…

“Pathway P is irrelevant to 
the difference between 
patients and normals, &

Thus genes in P behave 
similarly in patients and 
normals”
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After fixing the null hypothesis 
and one other issue…

ORA: Null hypothesis and 
subnetwork issues

ORA-paired: Null hypothesis 
issue fixed

NEA-paired: Null hypothesis 
& subnetwork issues fixed

ESSNet: Subnetwork issue 
fixed more cleverly

Lim, et al. JBCB, 13(4):1550018, 2015
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Not so fast…

How to test 
∆i,j,k = ~0?

Test statistic is t-statistic, t = µ∆ / (σ∆/ sqrt(n)) 
Null distribution is t-distribution 
Degrees of freedom is |patients| * |normal| * |P| 

What do you think?
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t-statistic is test statistic ≠
t-distribution is null distribution



Copyright © 2019 by National University of Singapore. All Rights Reserved. 

A little more biology 
background for the 
next example …
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Synthetic lethal pairs
Fact/postulate

When a pair of genes is synthetic 
lethal, their mutations avoid each other
Observation

Mutations in genes (A,B) are seldom 
observed in the same subjects
Conclusion by abduction

Genes (A,B) are synthetic lethal

Why interested in synthetic lethality?

They are good cancer treatment targets
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A seemingly obvious approach
based on hypergeometric test

Mutations of genes (A,B) avoid each other if P[X ≤ SAB] ≤ 
0.05

Anything wrong with this?

SA SB

SAB
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What is happening?

Among top ME-genes, 
GARP score ranks seems 
to correlate with mutual 
exclusion ranks

GARP scores of ME-
genes (viz. significantly 
mutually exclusive 
mutations to BRCA1) are 
similar to other genes

Srihari et al. Biology Direct, 10:57, 2015.
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Hypergeometric distribution 
does not reflect real-world 
mutations

Hypergeometric distribution 
assumes 
• Mutations are 

independent 
• Mutations have equal 

chance to appear in a 
subject

Real-life mutations
Inherited in blocks; those 
close to each other are 
correlated 
Some subjects have more 
mutations than others, e.g. 
those with defective DNA-
repair genes

Null distribution is not 
hypergeometric, binomial, 
etc.
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An engineer’s solution

Group genes into genomic clusters

Test genes in far-apart genomic clusters for mutually 
exclusive mutations

Mutually exclusive clusters should contain synthetic-
lethal & collateral-lethal gene pairs
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Illustrative example 

FXR2 is located near TP53
FXR1 & 2 are paralogs that buffer each other’s function

Do FXR1 and TP53 deletions avoid each other?

Is FXR1 synthetic lethal to TP53?
Does inhibiting FXR1 lead to cell death for TP53-deleted 
cell lines?
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Collateral lethality 

Tumour bearing homozygous TP53/FXR2 co-deletion 
shrinks upon doxycycline-induced FXR1 knock down

Fan et al., eLife, 6:e26129, 2017
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Learning points

Sample fidelity to population

Right null hypothesis

Right null distribution
Note that using a test statistic does not mean you must 
use its nominal null distribution
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How do I find 
deeper 
insight from 
data?
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Getting lost in data
The Australian adult dataset from UCI machine learning 
repository contains demographic data of 32k adults

If a freq-pattern mining method is run on this dataset, 
thousand of patterns like these are produced

A lay analyst will be quite lost…
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Think in terms of a contingency 
table helps

Related patterns can be put into the form of contingency 
tables

These tables may be more palatable for compare-and-
contrast analysis
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A seemingly obvious 
conclusion

The data shows that, in Australia, craft repairers 
tend to earn more than administrative clerks
23% of the former vs 14% of the latter has high income 

A straightforward χ2 test. Anything wrong?
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Contradictions  as deeper insight

The “unincorporated self-employed” work class is a 
contradiction to the conclusion that “craft repairers tend 
to earn more than administrative clerks”
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Exceptions as deeper insight

The conclusion “craft repairers tend to earn more than 
administrative clerks” holds for neither male nor female

The conclusion is an artefact of male earning more than 
female
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A seemingly 
obvious 
conclusion

Vaccines I-V are not equal in efficacy
0.001 < χ2 test p-value < 0.01 is significant

A straightforward χ2 test. Anything wrong?
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Trend-strengthening 
subpopulation as 
deeper insight

Vaccine III is different from / better than the rest
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Can these tactics be 
automated?
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Formulation of a hypothesis 

“For Chinese, is drug A better than drug B?”

Three components of a hypothesis
Context (under which the hypothesis is tested), e.g. Race = Chinese
Comparing attribute, e.g. Drug =  A or B
Target attribute/target value, e.g. Response = positive

〈{Race=Chinese},  Drug=A|B,  Response=positive〉
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Algo for rough hypothesis 
analysis
Given a hypothesis H
Add values of an extra attribute A to context of H
Re-calculate test statistic
Test statistic is reversed  Contradiction?
Test statistic becomes insignificant  Exception?
Test statistic is strengthened  Better explanation?

Brute-force on small datasets
Freq-pattern mining on big datasets & immediate 
superset search on freq patterns
A frequent pattern ≈ a population
A superset of a frequent pattern ≈ a subpopulation
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Excelah! - Hypothesis

Download this excel plug-in at https://github.com/dblux/excelah

No trend-reversing 
subpopulation. Hypothesis is 

very likely true

Interesting subpopulations for further investigation. E.g. the 
hypothesis is insignificant for the European immigrant 

subpopulations; perhaps they all have degrees?
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Learning points

Exceptions 

Trend reversals

Trend enhancements



Copyright © 2019 by National University of Singapore. All Rights Reserved. 

Sometimes 
the little bits 
(that you want 
to discard) 
are more 
informative 
than what you 
think
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We tend to ignore non-
associations
Many technologies for association and correlation mining
Frequent patterns, association rules, …

But ignore non-associations
Not interesting
Too many of them

Is this a good thing?
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We love to find correlations like 
these…

But not non-
correlations 
like this…
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There is much to be gained when 
we take both into our analysis
A: Dietary fat intake 
correlates with breast 
cancer

B: Animal fat intake 
correlates with breast 
cancer

C: Plant fat intake doesn’t 
correlate with breast 
cancer

Given C, we can eliminate 
A from consideration, and 
focus on B!
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We tend to ignore context!

We have many technologies to look for associations and 
correlations
Frequent patterns, association rules, …

We tend to assume the same context for all patterns and 
set the same global threshold

This works for a focused dataset

But for big data where you union many things, this spells 
trouble
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The right context is crucial

〈{Race=Chinese},  Drug=A|B,  Response=positive〉

If A/B treat the same single disease, it is ok

If B treats two diseases, but A one, it is not sensible

The disease has to go into the context

Context Comparing
attribute

response=
positive

response=
negative

{Race=Chinese} 
Drug=A NA

pos NA − NA
pos

Drug=B NB
pos NB − NB

pos
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In PCA, lower PCs 
account for minute 
amounts of variance; 
these PCs are often 
ignored. Should they?
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A quick reminder about PCA
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Madrid and 
Warsaw are at 
almost the same 
distance to 
Latium cities

Are Madrid and 
Warsaw near 
each other?

Giuliani et al., Physics Letters A, 247:47-52, 1998
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PCA of distance matrix of 
European cities to Latium cities

PC1 accounts for >99% of variance
PC1 correlates with distance of European cities to 
Latium cities

PC2, PC3, … account for < 1% of variance

Are PC2, PC3, … useless / non-informative?
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PC2 & PC3 are angular 
orientation of European cities 
centered on Latium!
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Another old story
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Learning points

Mechanically applying data mining, statistical 
testing, etc. can only take you so far

“It is so easy to make bad inference with data… 
there’s a creative part of understanding 
quantitative data that requires a sort of artistic or 
creative approach to research.” ---Nate Bolt
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Have I 
constructed a 
“meaningful” 
model?
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Prediction 
models are 
often evaluated 
for accuracy 
etc. on some 
test sets

Is this too 
simple 
minded?

Sensitivity = TP / (TP + FN)

Specificity = TN / (TN + FP)

Precision = TP / (TP + FP)
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Accuracy does not correlate 
with classifier similarity

Credit: Teodora Baluta

Although t2-sparse and ARCH7 are both 
~90% accurate on the test set, they will 

disagree on ~80% of future cases
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Features used 
by a 
prediction 
model are 
crucial for 
understanding 
the model and 
assessing its 
soundness
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High accuracy does not imply 
features used are reproducible

Agreement of feature sets selected from different samples 
of the same population is much poorer for methods that 
use no or “wrong” domain knowledge (SP, HE) 

Goh & Wong. JBCB, 14(5):1650029, 2016.
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High accuracy does not imply 
features used are “meaningful”

Features selected from different samples of the same 
population is much more unstable for methods that use 
no or “wrong” domain knowledge (SP, HE)

Goh & Wong. JBCB, 14(5):1650029, 2016.
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High accuracy does not imply 
features used are better than 
random

Classifiers trained on feature sets selected by SP, HE, 
etc. all have high accuracy

But they (SP/HE) may be confounded and result in 
classifiers not better than classifiers trained on 
comparable random feature sets of the same size

Goh, & Wong. Proteomics, 17(10):1700093, 2017

SP uses low-level features (proteins)HE uses high-level features (complexes) but 
incorrect null hypothesis/distributionSNET/FSNET/PFSNET/PPFSNET uses high-level 

features (complexes) but correct null 
hypothesis/distribution
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A seemingly obvious conclusion

A multi-gene signature is 
claimed as a good 
biomarker for breast 
cancer survival
Cox’s survival p-value << 0.05

A straightforward Cox’s 
proportional hazard 
analysis. Anything wrong?
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Are significant 
signatures 
meaningful?
40-50% of random 
signatures also have p-
value << 0.05 

Significant signatures may 
be confounded; they are 
no better than random 
ones!
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An engineer’s solution

For any independent 
dataset, a random 
signature has ~50% 
chance to be significant in it

How many independent 
datasets are needed to 
avoid reporting random 
signatures as significant?
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Test on 7 datasets

SPS & most known 
signatures are universally 
significant on 7 breast 
cancer datasets

Random signatures (same 
size as SPS) are hardly 
universal, even though 
they get better p-values 
than known signatures on 
some datasets

Goh & Wong. Drug Discovery Today, 24(1):31--36, 2019
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A theory-practice gap

40-50% of random 
signatures are significant 
in 1 dataset

Red histogram is expected 
# of random signatures 
significant in 1 to 7 
independent dataset

Blue histogram is observed 
distribution
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Learning points

Accuracy etc. are too simple minded for 
assessing whether a prediction model is good
Reproducibility of features selected 
Consideration of confounding factors

Validate on many datasets

Some independent datasets are not as 
independent as you think
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Batch effects Samples from 
diff batches 
are grouped 
together, 
regardless of 
subtypes and 
treatment 
response

This is an important issue in 
analyzing clinical and many 
other types of real-world data

Discuss another time….

Image credit: Difeng Dong’s PhD dissertation, 2011
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Summary It is easy to make mistakes 
when analyzing data

Think in terms of contingency 
tables; i.e. compare & contrast

Look for subpopulations 
causing exception, 
contradiction, & trend 
strengthening 

Mechanical use of data 
mining, statistical test, etc. 
can only take you so far

Wong, Big data and a bewildered lay analyst, 
Statistics & Probability Letters, 136:73-77, 2018

Goh & Wong. Dealing with confounders in -
omics analysis. Trends in Biotechnology, 
36(5):488-498, 2018.

Goh & Wong. Why breast cancer signatures are 
no better than random signatures 
explained. Drug Discovery Today, 23(11):1818-
1823, 2018.

Goh & Wong. Turning straw into gold: Building 
robustness into gene signature inference. Drug 
Discovery Today, 24(1):31-36, 2019.
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