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We focus only on
knowledge
discovery &
classifier learning
here...



What is classifier learning?

Jonathan’s blocks

.QAi

Jessica’s blocks

Whose block
AN

Jonathan’s rules : Blue or Circle
Jessica’s rules - All the rest
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What is classifier learning?

Question: Can you explain how?
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Classifier learning

Learn from past
experience, and use the
learned knowledge to

. f(X)
classify new data

KnOWIGdge |eamed by A classifier, a mapping, a hypothesis
intelligent algorithms

(U)
Examples

Clinical diagnosis for
patients

Cell type classification
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Key steps of learning a classifier

Training data gathering

Feature generation
machine

abel
k-grams, colour, texture, ... S foaturo learning
g . [TTITTT]

algorithm

Feature selection . f
eature classifier
extracior L mode m
Entropy, y2, CFS, t-test, ... s =

Feature integration by machine learning
SVM, ANN, PCL, CART, C4.5, kNN, ...



Classification application
involves > 1 class of data

Normal vs disease cells
for a diagnosis problem

Training data is a set of
instances (samples,
points, etc.) with known
class labels

Test data is a set of
Instances whose class
labels are to be predicted

Copyright © 2019 by National University of Singapore. All Rights Reserved.

Qutlook Temp Humidity Windy| class
Sunny 75 70 true |Play
Sunny 80 90 true |Don’t
Sunny 85 85 false |Don’t
Sunny 2 99 true |Don’t
Sunny 69 70 false |Play
Overcast 72 90 true |Play
Overcast &3 78 false |Play
Overcast 64 65 true | Play
Overcast 81 75 false |Play
Rain 71 80 true | Don’t
Rain 65 70 true |Don’t
Rain 75 80 false |Play
Rain 68 80 false |Play
Rain 70 96 false |Play



Features (aka attributes)

. Qutlook Temp Humidity Windy| class
Categorical features S 5 T e | Dy
. Sunny 80 90 true |Don’t
OUthOk: Wlndy Sunny 85 85 false |Don’t
Sunny 2 99 true |Don’t
Sunny 69 70 false |Play
Continuous or numerical S e e
f t Overcast &3 78 false |Play
eatures Overcast 64 65 true | Play
T Overcast 81 75 false |Play
Temp, h Umldlty Rain 71 80 true |Don’t
Rain 65 70 true |Don’t
Rain 75 80 false |Play
Discretization Rain 68 80 false |Play
Rain 70 96 false |Play
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Feature selection
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Class 2 Class Class ?

Class 1

Class ?

lass 1

Choose features that have high inter-class distance and

low Intra-class distance

|1 — ol
(o1/n1) + (05/n9)

t

E.g. t-statistic
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Food for
thought

Original photographer unknown/
See also www.cs.gmu.edu/~jessica/DimReducDanger.htm
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© Eamonn Keogh




Machine learning
methods



Popular
machine
learning
methods

K-nearest neighbor (kNN)
Support vector machines (SVM)
Nalve Bayes

Neural networks

Decision trees & many more...

WEKA is a nice free package for

classifier learning E‘WEK A



Decision tree

Outlook Temp Humidity Windy| class

Sunny 75 70 true | Play

Sunny 80 90 true |Don’t

Sunny 85 85 false |Don’t

Sunny 72: 08 true | Don’t rain

Sunny 69 70 false |Play ovk

Overcast 72 90 true |Play

Overcast &3 78 false |Play

Overcast 64 65 true |Play true
Overcast 81 7> false |Play = | Play

Rain 71 80 true |Don’t ay 3

Rain 65 70 true | Don’t 2 Play
Rain 4o 80 false |Play 4 o)
Rain 68 80 false |Play

Rain 70 96 false |Play
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emperature Wind PlayTennis
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Decision tree construction

Select the “best” feature as root node of the whole tree

Partition dataset into subsets using this feature so that
the subsets are as “pure” as possible

After partition by this feature, select the best feature (wrt
the subset of training data) as root node of this sub-tree

Recursively, until the partitions become pure or almost
pure

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Ensemble classifier

h,, h,, h; are indep classifiers w/ accuracy = 60%

C,, C,are
tis atesti

the only classes
nstance in C,

h(t) = argmaxc c1,co [{h; €{hy, hy, ha} | hi(t) = C}}
Then prob(h(t) = C,)

Copyright © 2019 by National Universi

= prob(h4(t)=C; & hy(t)=C; & h4(t)=C,) +
prob(h,(t)=C; & h,(t)=C, & h5(t)=C,) +
prob(h,(t)=C; & h,(t)=C, & h4(t)=C,) +
prob(h,(t)=C, & h,(t)=C, & h5(t)=C,)

=60% *60% * 60% + 60% * 60% * 40% +
60% * 40% * 60% + 40% * 60% * 60% = 64.8%

ty of Singapore. All Rights Reserved.



Given a new case

Find k “nearest”
neighbours, i.e., K most
similar points in the
training data set

Assign new case to the
same class to which
most of these
neighbours belong

Copyright © 2019 by National University of Singapore. All Rights Reserved.

Neighborhood

5 of class ©
3 of class 4

-0




Neural networks

Y y=1r (Z w; f (Z 3—'3"”3;))
j i




Classifier
assessment

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Common assessment

measures

Accuracy
Sensitivity
Specificity
Precision

ROC curves

Copyright © 2019 by National University of Singapore. All Rights Reserved.

predicted
as positive

predicted
as negative

positive | TP

EN

negative | P

TN

y

sensitivit

1
(RS
.5
o7
0.5
0.5
0.4
0.3
0.2
0.1

]

Comparing ROC Curves

wrarthless
Good

E:cellent

o o4 o0z 02 04 05 0G5 O0F O3 o9 A

1 — specificity




'Food for thought

You have a classifier. On a test set having 20% +ve and
80% -ve cases, the classifier’s recall and precision are
both 80%

Suppose you test it on a new test set having 80% +ve
and 20% -ve cases. What do you expect its accuracy to
be?

You may assume that the +ve (resp. —ve) cases in both
test sets are equally sufficiently representative of the +ve
(resp. —ve) real-world population

What Iesson have you learned?

Copyright © 2019 by National U sity of Singap All Rights Reserved



Estimating accuracy of

classifier learning

T - - Classifier

s Predictions

Training
samples

Testing
samples

sl Accuracy

Testing samples are NOT to be used
during “Build Classifier”

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Cross validation

Divide samples into
K roughly equal parts

Each part has
similar proportion of
samples from
different classes

Use each part to test
other parts

Total up accuracy

Copyright © 2019 by National University of Singapore. All Rights Reserved.



'Food for thought

What is the logical basis of cross validation?
Hint: Central limit theorem

What / whose accuracy does it really estimate?

Copyright © 2019 by National University of Singapore. All Rights Reserved.



An old example

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Childhood ALL

Major subtypes: T-ALL, Conventional diagnosis
E2A-PBX, TEL-AML, BCR- :

ABL, MLL genome Immunoph.enotypmg
rearrangements, Cytogenetics
Hyperdiploid>50 Molecular diagnostics

Diff subtypes respond Can gene expression
differently to same profiling be used to replace
treatment all these?

-.Match treatment to
subtype



Childhood
ALL subtype
diagnosis by
classifier
learning

Gene expression data
collection

Gene selection by 2

Classifier training

Apply classifier for
diagnosis of future cases



Childhood
ALL subtype
diagnosis e
workflow

E2A-PBX17

Y

No
No
TEL-AML1?
Y No

Paired datasets Ingredients Training Testing
T-ALL vs OTHERS1 ={E2A-PBX1, TEL-AMLL, 28 vs 187 15 vs 97

OTHERS1 BCR-ABL, Hyperdip>50, MLL, OTHERS}

E2A-PBX1 vs OTHERS2 = {TEL-AML1, BCR-ABL 18 vs 169 9 vs 88
OTHERS2 Hyperdip>50, MLL, OTHERS}

TEL-AML1 vs  OTHERS3 = {BCR-ABL 52 vs 117 27 vs 61
OTHERS3 Hyperdip>50, MLL, OTHERS}

BCR-ABL vs OTHERS4 = {Hyperdip>50, 9vs 108 6 vs 55
OTHERS4 MLL, OTHERS}

MLL vs OTHERS5 = {Hyperdip>50, OTHERS} 14 vs 94 6 vs 49
OTHERSS5

Hyperdip>50 vs OTHERS = {Hyperdip47-50, Pseudodip, 42 vs 52 22 vs 27
OTHERS

Hypodip, Normo}

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Accuracy of various classifiers

Testing Data Error rate of different models
C45 SVM NB PCL

T-ALL vs OTHERS1 0:1 0:0 0:0 0:0
E2A-PBX1 vs OTHERS2 0:0 0:0 0:0 0:0
TEL-AML1 vs OTHERS3 1:1 0:1 0:1 1:0
BCR-ABL vs OTHERS4 2:0 3:0 1:4 2:0
MLL vs OTHERSS 0:1 0:0 0:0 0:0

Hyperdiploid>50 vs OTHERS  2:6 0:2  0:2 0:1

Total Errors 14 6 8 4

The classifiers are all applied to the 20 genes selected by %2 at each level of the tree

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Don’t worry about
small differences in
accuracy efc.

These differences
are meaningless



More important to
figure out whether
you have learned a
meaningful classifier
that is robust



A recent story

Metahap Chur Method
Precision / Recall / Fl-score  Precision / Recall / Fl-score
Dipenl
Ateboctasis B3 el 9.7 BT ees/ ul4
Cardiomegaly 1y B354 92,2 ML/ B35/ 922

Disease

Effusion o3 BISS LER hb) BT.S/ ql.8
Infiltration GRS 100001 8.0 B0 10000/ 2.5
Ml 1Dy 6671 x0.0 ey 66T/ ®0.O0
MNodule BARTS 6304 T4.3 K247 T0A0f 757
Preumonia -I-'l:l.li:l.f 8004 533 4447 BDAOY 571
Prewmsboros 777909/ 769 oS %]
~ma 94.1/ 640/ 76.2 94.1/ 64.0/

JrOS1S 100.0/ 100.0/ 100.0 100.0/ 100.0/ 100..
PT 1000/ 75.0/ 85.7 1000/ 75.0/ 85.7
Hernia 100.0/ 100.0/ 100.0 100.0/ 100.0/ 100.0

Total 7727 846/ 80.7 898/ 85.0/ 87.3

ChestX-ray14
Atelectasis 88.6/ 98.1/ 93.1 96.6/ 973/ 96.9
“ardiomegaly 94.1/ 957/ 94.9 96.7/ 95.7/1 96.2
‘an 877/ 99.6/ 93.3 948/ 99.2/ a
Pn — 69.7/ 90.0/ 78.6 95.9 )'1 ; qu; f
i & e . Ak .
Preumothoras H-'.‘.-\;‘.l", IEN:I}.‘I] ! %SE; Q437 QHRY 955
Consolidaiion TIR! 981S B37 G527 oR3/ o6, 7
Edema T 9387 Bl6 WA 939 9543
Empliysemsa Ovbd 93y 95.3 ey s 95.2
Fibrosis B6 0 1000 91.7 QLT DDAy 957
FT BSly 97464 40,9 WIH¢ 9760 97.6
Hernea BET 1000 x0.0 TNy 1000 S 10300
Toaral EXIR) 9557 EE.T D44y D44y 44

Actually the dataset contained
many mis-labeled or biased data

Biased data — many pneumo-thorax cases
Copyright © 2019 by National University of Singapore. All Rights Reserved. were patients treatEd With Chest drain

Really good results from a
study published in CVPR 2017



Will a_ : Samples from
classifier diff batches —@
learned from S T o

y together, [
yesterday’s regardless of :
samples work subtypes and T T

We" on treatment FEES U
response

tomorrow’s
samples?

AEY Bk &7
Llpooooooo

N S SO O

!

!

Image credit: Difeng Dong’s PhD dissertation, 2011
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Accuracy does not correlate

with classifier similarity

NN NN Acc. (%) | Acc. ry-sparse (%) | Acc. rp-sparse (%) | NPAQ r for r)-sparse (%) | NPAQ r for r;-sparse ( %)
ARCH, T4.00 TR0 81.00 20.31 62.50
ARCH- 62,00 T73.00 TR.00 12.50 63.62
ARCH, 7600 8200 8300 Although t2-sparse and ARCH7 are both
ARCH, 50.00 64.00 72.00 ~90% accurate on the test set, they will
ARCH; TR.00 22.00 23.00 disagree on ~80% of future cases
ARCHg B0.00 11.00 87.00 .
ARCH;, 57.00 29.00 829.00 6.25 T0.69

Table 2: First and second column refer to the baseline model where we use BNNs with 7 dif-
ferent architectures. The third and fourth represent the accuracies of sparsified models with
t1 = 0.03,, = 0.05 sparsification thresholds. The last 2 columns show NPAQ estimates for the

difference between each sparsified model and the orignal model.

Credit: Teodora Baluta
Copyright © 2019 by National University of Singapore. All Rights Reserved.



Features used
by a
prediction
model are
crucial for
understanding

the model and
assessing its
soundness

[
. feature
extractor
A
feature
extractor

Decision Tree:
Should | accept a new
job offer?

machine
learning
algorithm

classifier m

model



High accuracy does not imply

features used are reproducible

1

Agreement of feature sets selected from different samples
of the same population is much poorer for methods that
use no or “wrong” domain knowledge (SP, HE)

Goh & Wong. JBCB, 14(5):1650029, 2016.

DIA (Renal Cancer)

-

4 6 8

Jaccard Coefficient




High accuracy does not imply

features used are “meaningful”

SP
S. o
] & i
8 o 8
o EB iy
§
e =4
81 g w @ N
5y M g
oo-l_'f_!_|_|_| e} O —r—r—r— >‘t:
t]:J 00 04 08 00 04 08 00 04 08 8
> 4 6 8 g"
o
) HE g"
) o B =
1 & = T
w |
o L e o
o - i
g wn
0 wn
o, . L - . LD
00 04 08 00 04 08 00 04 08
4 6 8

Features selected from different samples of the same
population is much more unstable for methods that use
no or “wrong” domain knowledge (SP, HE)

Goh & Wong. JBCB, 14(5):1650029, 2016.
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High accuracy does not imply

features used are better than
random

HE uses hich laual ‘f\'\*"llfﬂf‘ Ir-r\v'v\-r\lr\vr\r\ hit

incc SNET/FSNET/PFSNET/PPFSNET uses high-level
y features (complexes) but correct null

L CV p-val CV accuracy/pval
- hypothesis/distribution ) 0.91 1.08
HE 162 0.98 0.91 1.08
SNET 21 0.84 0.06 14.00
FSNET 36 0.96 0.06 16.00
PFSNET 65 0.92 0.06 15.33
PPFSNET 66 0.96 0.06 16.00

Classifiers trained on feature sets selected by SP, HE,
etc. all have high accuracy

But they (SP/HE) may be confounded and result in
classifiers not better than classifiers trained on
comparable random feature sets of the same size

Goh, & Wong. Proteomics, 17(10):1700093, 2017

Copyright © 2019 by National University of Singapore. All Rights Reserved.



Some lessons from
breast cancer
survival signatures
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Breast cancer
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'Food for thought

For any independent breast
cancer survival dataset, a
random signature has

~50% chance to be
significant in it

How many independent
datasets are needed to
avoid reporting random
signatures as significant?

n (50%)"
1 50.00%
2 25.00%
3 12.50%
A 6.25%
5 3.13%
6 1.60%
7 0.78%




Copyright © 2019 by National Universi

Test on 7 datasets

SPS & most known
signatures are universally
significant on 7 breast
cancer datasets

Random signatures (same
size as SPS) are hardly
universal, even though
they get better p-values
than known signatures on
some datasets

ity of Singapore. All Rights Reserved.

Frequency

600

400

200

=]

___________________

71 observea [ 1000 |

! ) ' Known (signatures)
| Theoretical [ 1000 !
l -—

4]

-------------------

Chi-square test :
p-value = 0.013
{simulated p-value,
1000 repeats)

Onearlaps with 5P5

P(Observed »=4) = 0.001

P(Known=7) = 0 79

3P3

l-+

Number of datasets random signature significant in

Goh & Wong. Drug Discovery Today, 24(1):31--36, 2019




'Food for thought

40-50% of random

signatures are significant in

1 dataset

Red histogram is expected

# of random signatures
significantin 1 to 7
Independent dataset

Blue histogram is observed

distribution

What does this figure tell?

Copyright © 2019 by National University of Singapore. All Rights Reserved.

Freguency

600

400

200

___________________
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I 1
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...................

Chi-square test :
p-value = 0.013
(simulated p-value,
1000 repeats)

Known (signatures)

]

Owvarlaps with SPS

P({Observed ==4) = 0.001
|

P{Known=7) = 0 79
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Learning points

Many machine learning methods

Most methods give similar good results, when provided
the same informative features

Accuracy etc. are too simple minded for assessing
whether a prediction model is good

Validate on many datasets

Some independent datasets are not as independent as
you think

Copyright © 2019 by National University of Singapore. All Rights Reserved.
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