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Plan 

Part 1: Helpful analytics

Simple mechanical tactics to make data analysis 

more insightful

Part 2: Exploratory hypothesis testing & analysis

Translating these tactics into datamining tasks

Part 3: Art & science of data analysis 

Beyond the mechanical 



Part 1:

Helpful analytics



5

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

The gist of helpful analytics

Make it easy to formulate hypothesis 

Extraction from big, integrated databases

Make hypothesis testing sound

Detection & correction of assumption violations

Find better hypothesis & explain why it is better

E.g., “for men, taking A is better than B”
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A seemingly obvious conclusion

The data shows that, in Australia, craft repairers 

tend to earn more than administrative clerks

– 23% of the former vs 14% of the latter has high 

income 

A straightforward 2 test. Anything more/wrong?
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Exception as deeper insight

The “unincorporated self-employed” work class is 

an exception to the conclusion that “craft repairers 

tend to earn more than administrative clerks”
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Contradictions as deeper insight

The conclusion “craft repairers tend to earn more 

than administrative clerks” holds for neither male 

nor female

The conclusion is an artefact of male earning more 

than female
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A seemingly 

obvious 

conclusion

Vaccines I-V are not equal in efficacy

– 0.001 < 2 test p-value < 0.01 is significant

A straightforward 2 test. Anything more/wrong?
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Trend-

strengthening 

subpopulation as 

deeper insight

Vaccine III is different from / better than the restVaccine III is different from / better than the rest
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A seemingly 

obvious 

conclusion

A scientist claims the SNP rs123 is a great 

biomarker for a disease

– If rs123 is AA or GG, unlikely to get the disease

– If rs123 is AG, a 3:1 odd of getting the disease

A straightforward 2 test. Anything more/wrong?

rs123
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AG = 38 + 79 = 117, controls + 

cases = 189  population is 

~62% AG  population is >9% 

AA, unless AA is lethal

“Big data check” shows AA is 

non-lethal for this SNP  sample 

is biased

Sample bias is revealed 

by domain logic

Basic rule of human genetics

rs123
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What 

have we 

learned?

Think in terms of 

contingency tables

Look for subpopulations 

causing exception, 

contradiction, and/or 

trend strengthening 

Some times must also 

use simple domain logic 

to detect problems

Can we do these

automatically 

and efficiently?



Part 2:

Exploratory hypothesis 

testing & analysis
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The gist of hypothesis generation

Hypothesis

A comparison of two 

samples

Help users understand what is interesting about 

their data

Hypothesis mining algorithms

GUI for visualization and summarization

More informative than patterns and rules

• Users not only get to know what is happening but also 

when or why it is happening
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Conventional hypothesis generation

Limitation

Scientist has to think of a hypothesis first

Just a few hypotheses got tested at a time

So much data have been collected …

No clue on what to look for 



17

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

Exploratory hypothesis testing

Data-driven hypothesis generation

Have a dataset but dunno what hypotheses to test

Use computational methods to automatically formulate 

and test hypotheses from data

Problems to be solved 

How to formulate hypotheses?

How to automatically generate & test hypotheses?
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Formulation of a hypothesis 

“For Chinese, is drug A better than drug B?”

Three components of a hypothesis:

– Context (under which the hypothesis is tested)

• Race: Chinese

– Comparing attribute

• Drug:  A or B

– Target attribute/target value

• Response: positive

{Race=Chinese},  Drug=A|B,  Response=positive
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Generating a hypothesis: 

Think in terms of contingency tables

{Race=Chinese},  Drug=A|B,  Response=positive

To test this hypothesis we need info:

– NA =support({Race=Chinese, Drug=A})

– NA
pos =support({Race=Chinese, Drug=A, Res=positive})

– NB =support({Race=Chinese, Drug=B})

– NB
pos =support({Race=Chinese, Drug=B , Res=positive})

Frequent pattern mining

Context
Comparing

Attribute

response=

positive

response=

negative

{Race=Chinese} 
Drug=A NA

pos NA  NA
pos

Drug=B NB
pos NB  NB

pos



20

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

Need for hypothesis analysis

Lots of contingency tables (i.e. hypotheses) can be 

generated quickly …

• Exploration is not guided by domain knowledge 

Spurious hypotheses have to be eliminated

• Reasons behind significant hypotheses

Find attribute-value pairs that affect the test statistic a 

lot

Alternatively, generate & explore hypotheses 

incrementally, starting from the most general?
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Spurious hypotheses

… detected by looking at subpopulations

Simpson’s Paradox

“Stage” has assoc w/ both “drug” & “response”
• Doc’s tend to give drug A to patients at stage 1, & drug B to patients at stage 2

• Patients at stage 1 are easier to cure than patients at stage 2

Attribute “stage” is called a confounding factor

response=

positive

response=

negative

proportion 

of positive 

response

Drug=A 890 110 89.0%

Drug=B 830 170 83.0%

Drug=A, Stage=1 800 80 90.9%

Drug=B, Stage=1 190 10 95%

Drug=A, Stage=2 90 30 75%

Drug=B, Stage=2 640 160 80%
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Reasons for significant hypotheses

… found by looking at subpopulations

Problem is narrowed down

Product A has exceptionally higher failure rate than 

product B only at the loading phase

Failure rates

Product A 4%

Product B 2%

Product A, time-of-failure=loading 6.0%

Product B, time-of-failure=loading 1.9%

Product A, time-of-failure=in-operation 2.1%

Product B, time-of-failure=in-operation 2.1%

Product A, time-of-failure=output 2.0%

Product B, time-of-failure=output 1.9%
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Algorithm for hypothesis generation

A hypothesis is a comparison between two or more 

sub-populations, and each sub-population is 

defined by a pattern

Step 1: Use freq pattern mining to enumerate large 

sub-populations and collect their statistics

– Stored in the CFP-tree structure, which supports efficient 

subset/superset/exact search

Step 2: Pair sub-populations up to form hypotheses, 

and then calculate their p-values

– Use each freq pattern as a context

– Search for immediate supersets of the context patterns, and 

then pair these supersets up to form hypotheses
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Algo for rough hypothesis analysis

Given a hypothesis H

Add values of an extra attribute A to context of H

Re-calculate test statistic

• Test statistic is reversed  Exception?

• Test statistic becomes insignificant  Contradiction?

• Test statistic is strengthened  Better explanation?

All done via immediate superset search on frequent 

patterns

• A frequent pattern  a population

• A superset of a frequent pattern  a subpopulation
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Liu, et al. ”Supporting exploratory hypothesis testing and analysis”. ACM 

Transactions on Knowledge Discovery from Data, 9(4):Article 31, 2015
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Experiment settings

PC configurations

2.33Ghz CPU, 3.25GB memory, Windows XP

Datasets

mushroom, adult: UCI repository

DrugTestI, DrugTestII: study assoc betw SNPs in 

several genes & drug responses

Datasets #instances

#continuous

attributes

#categorical

attributes Atarget/vtarget

adult 48842 6 9 class=>50K  (nominal)

mushroom 8124 0 23 class=poisonous (nominal)

DrugTestI 141 13 74 logAUCT  (continuous)

DrugTestII 138 13 74 logAUCT (continuous)
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Running time

Three phases 

Frequent pattern mining

Hypothesis generation

Hypothesis analysis

Datasets min_sup min_diff GenH AnalyzeH AvgAnalyzeT #tests #signH

adult 500 0.05 0.42 s 6.30 s 0.0015 s 5593 4258

adult 100 0.05 2.69 s 37.39 s 0.0014 s 41738 26095

mushroom 500 0.1 0.67 s 19.00 s 0.0020 s 16400 9323

mushroom 200 0.1 5.45 s 123.47 s 0.0020 s 103025 61429

DrugTestI 20 0.5 0.06 s 0.06 s 0.0031 s 3627 20

DrugTestII 20 0.5 0.08 s 0.30 s 0.0031 s 4441 97

max_pvalue = 0.05



Part 3:

Art & science of data analysis



29

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

There is only so much a data mining or hypothesis 

exploration system can do for you automatically

You need to do some logical thinking when using 

these systems or looking at their outputs

– Don’t ignore non-associations

– Don’t ignore context

– Ensure a conclusion is independent of other 

factors

And your data may be telling more than you think



30

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

We tend to ignore non-associations

Many technologies for 

association and 

correlation mining

– Frequent patterns

– Association rules

– …

But ignore non-

associations

– Not interesting

– Too many of them

Is this a good thing?
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We love to find correlations like this…

Dietary fat intake correlates with breast cancer
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And like this…

• Animal fat intake correlates with breast cancer
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But not non-correlations like this…

Plant fat intake doesn’t correlate with breast cancer
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There is much to be gained when 

we take both into our analysis

A: Dietary fat intake 

correlates with breast 

cancer

B: Animal fat intake 

correlates with breast 

cancer

C: Plant fat intake 

doesn’t correlate with 

breast cancer

Given C, we can 

eliminate A from 

consideration, and 

focus on B!
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We tend to ignore context!

We have many technologies to look for associations 

and correlations

– Frequent patterns

– Association rules

– …

We tend to assume the same context for all patterns 

and set the same global threshold

– This works for a focused dataset

– But for big data where you union many things, this 

spells trouble
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The right context

• {Race=Chinese},  Drug=A|B,  Response=positive

If A/B treat the same single disease, it is ok

If B treats two diseases, but A one, it is not sensible

The disease has to go into the context

Context
Comparing

attribute

response=

positive

response=

negative

{Race=Chinese} 
Drug=A NA

pos NA  NA
pos

Drug=B NB
pos NB  NB

pos
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We don’t check independence

In clinical testing, we carefully choose the sample to 

ensure the test is independent of other factors

– Patients are not related 

– Similar # of male/female, young/old, … in cases 

and controls 

In big data analysis, and in many datamining works, 

people hardly ever do this!

Note that sex, age, … don’t 

need to appear in the 

contingency table



38

Keynote at ICCST 2017, Kuala Lumpur Copyright 2017 © Wong Limsoon

Looks like treatment A is better

Looks like treatment B is better

Looks like treatment A is better

What is happening here?
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A/B sample not identical 

in other attributes

Taking A

– Men = 100 (63%)

– Women = 60 (37%)

Taking B

– Men = 210 (91%)

– Women = 20 (9%)

Men taking A

– History = 80 (80%)

– No history = 20 (20%)

Men taking B

– History = 55 (26%)

– No history = 155 (74%)
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Madrid and Warsaw 

are at almost the 

same distance to 

Latium cities

Are Madrid and 

Warsaw near each 

other?

Giuliani et al., Physics Letters A, 247:47-52, 1998
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PCA of distance matrix of 

European cities to Latium cities

PC1 accounts for >99% of variance

PC1 correlates with distance of European cities to 

Latium cities

PC2, PC3, … account for < 1% of variance

Are PC2, PC3, … useless / non-informative?
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PC2 & PC3 are 

the angular 

orientation of 

European cities 

centered on 

Latium

So you can tell 

Madrid is not near 

Warsaw
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Is anonymized data 

really anonymous?
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Latanya Sweeney 

inferred the governor’s 

medical record by 

linking the GIC record to 

Voter list!

Sweeney, “k-anonymity: A model 

for protecting privacy”, Int J Unc

Fuzz Knowl Based Syst, 10:557-

570, 2002 



Summary 
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What have we learned?

Part 1: Simple tactics to get deeper insight from data

Part 2: These tactics can be realized using frequent 

pattern mining

Part 3: It  is often logic that triumphs in data analysis, 

not mechanical use of datamining, machine 

learning, and statistical methods
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